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Abstract
This document investigates state-of-the-art and emerging optical networking technologies in order to determine how GÉANT and the NRENs can develop their networks to meet future demands. It gives an overview of optical networking technologies, investigates optical processing techniques, presents a study of Operations, Administration, Maintenance and Provisioning (OAM&P) for multi-vendor/multi-domain scenarios, and addresses impairment-aware control plane considerations.
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Executive Summary
This document investigates state-of-the-art and emerging optical networking technologies in order to determine how GÉANT and the National Research and Education Networks (NRENs) can develop their networks to meet future demands.

It gives an overview of optical networking building blocks (Section 2), covering the fundamentals and principles of such topics as wavelength counts and bands, optical amplifiers, photonic fibre switches, optical add/drop and transponders. The transponder-related topics include reviews of 10 G, 40 G and 100+ G technologies and alien wavelengths, including a field trial of an alien wave on cross-border fibre (CBF). It investigates optical processing techniques (Section 3) such as optical packet switching, optical burst switching, light-trails, optical circuit switching, optical hybrid switching technologies and all-optical wavelength conversion. Section 4 presents a study of Operations, Administration, Maintenance and Provisioning (OAM&P) for multi-vendor/multi-domain scenarios, while Section 5 addresses physical impairments and control plane considerations.

During the last decade, NRENs have built and are continuing to build their own Dense Wavelength Division Multiplexing (DWDM) networks in order to meet the increasing demands of their users for dedicated, high-capacity and high-quality services. In order to address both capacity and quality issues, optical networking technologies have been and are the first choice for building a robust and scalable transport network.

Since there are many principles of optical signal amplification, the overview of optical networking technologies (Section 2) concentrates on the four generally used types: rare-earth doped fibre, semiconductor, Raman and parametric (Section 2.2). The survey of photonic fibre switches (Section 2.3) considers whole fibre capacity and the switching of bands rather than the switching of individual wavelengths, and addresses the principles of photonic switching rather than the construction principles of switching networks. The discussion of wavelength counts and bands (Section 2.1) covers the successively defined transmission windows; the broadening transmission spectrum; capacities; Wavelength Division Multiplexing (WDM) grids and channel-, frequency- and wavelength-calculation formulae; and increasing the wavelength count (by increasing the number of channels and/or increasing the bandwidth for each channel). Optical Add/Drop (Section 2.4) addresses the adding or dropping of wavelength channels (lambdas) in WDM systems using either automated lambda processing or simple optical filter devices offering static add/drop capability, together with tunable filters, Photonic Integrated Circuits (PICs) and Optical-to-Electrical-to-Optical (OEO) conversion. Transponders, the main transmitting and receiving devices for optical transmission systems, are discussed in Section 2.5, which covers 10 G, 40 G and 100+ G technology reviews; regeneration techniques; Forward Error Correction (FEC); and the basic modulation methods and formats behind signal coding. This section also considers the use of alien wavelengths via DWDM systems in the context of CBF.
Circuit switching based on wavelength granularity is well established in optical networks, but the need for high-performance switching of finer granularities is driving Optical Packet Switches (OPS) and Optical Burst Switching (OBS), two of the optical processing techniques investigated in Section 3 (Section 3.1). OPS provides the finest switching granularity; OBS combines the best characteristics of coarse-grained optical wavelength switching and fine-grained optical packet switching, while avoiding their deficiencies. This section also considers light-trails (Section 3.2), which can be considered as an alternative optical transport technology (OBT variant) able to broker the bandwidth between multiple nodes on the same wavelength. In circuit-switching networks, discussed in Section 3.3, the data is delivered through a dedicated pipe between the source and destination in the network. The granularity of the circuit and the circuit’s life-time are the two main parameters that can be used to classify different types of circuit-switched network (SCN) into a Synchronous Digital Hierarchy (SDH) network and a Dynamic Switched Network (DSN). Hybrid Network Architecture combines the best of packet- and circuit-switched worlds, and is presented in Section 3.4, while the two types of all-optical wavelength conversion, one of the main building blocks for creating wavelength-convertible networks, are discussed in Section 3.5.

Because scientific research has no geographical boundaries, isolated innovation in the provision of network services – in the area of lambda-networking, for example – does not make sense. International, inter-domain connections are therefore essential. Within this context, the use of alien (or foreign) wavelengths via DWDM systems from different vendors is an appealing concept. However, there is a variety of challenges that complicate the application of alien wavelengths in multi-domain DWDM networks, particularly system performance, interoperability testing and Operations, Administration, Maintenance and Provisioning (OAM&P). These are considered in Section 4.

Section 5 addresses impairment-aware control plane considerations, including the main standardisation efforts for control plane architectures, protocols and interfaces, and the initial contribution towards impairment-aware (IA) control plane solutions (Section 5.1); impairments on transparent optical networks (Section 5.2), such as Polarisation Mode Dispersion (PMD), Amplifier Spontaneous Emission (ASE), Polarisation-Dependent Loss (PDL), Chromatic Dispersion (CD), Crosstalk (XT) and non-linear impairments and other impairment considerations; and monitoring solutions that can be used to provide real-time optical impairment information to IA control planes (Section 5.3), particularly those based on the sampling of optical signals. Section 5.4 discusses impairment-aware control plane considerations and requirements, covering different optical network contexts (based on the criteria of accuracy required and constraints imposed) and types of architecture.
The study concludes (Section 6) that the best prospects for fundamentally improving the optimisation of available network bandwidth lie in the all-optical solution for optical packet nodes, which inherently have to be more energy efficient and data-format transparent. The developments of dynamically switched lightpaths and dynamic provisioning in general have a central role to play in the NREN community. The main obstacle will be how to implement these technologies on existing infrastructure in a multi-domain environment, with impairment-aware technology in optical networks a key driver to the solution. Research and development of 40 G, 100 G and 100+ G transmission are in progress, including field trials to identify suitable modulation formats for transmission, although the trade-off between system performance and complexity (mainly of the receiver) has still to be analysed. Certain trends are discernible, such as a technology shift from direct detection to coherent detection in order to achieve higher channel capacity and an increase in the importance of using Digital Signal Processing (DSP). Other trends are not expected to become general among vendors, e.g. an increase in spectral efficiency through the utilisation of transmission bands other than C and L or through denser spacing of the individual channels. 
Planning is under way for Y2/Y3 of GN3, including 40 G and 100 G testing with advanced modulation formats; further study and practical results of multi-domain alien waves carried over CBFs; and research into GMPLS-controlled optical networks with and without impairment awareness.

1 Introduction

During the last decade, National Research and Education Networks (NRENs) have built and are continuing to build their own Dense Wavelength Division Multiplexing (DWDM) networks in order to meet the increasing demands of their users for dedicated, high-capacity and high-quality services. In order to address both capacity and quality issues, optical networking technologies have been and are the first choice for building a robust and scalable transport network.

In the NREN community the optical evolution started with building point-to-point DWDM systems and is continuing with the deployment of Reconfigurable Optical Add-Drop Multiplexing equipment (ROADM) at the critical cross-connecting points to achieve greater flexibility and lower operational costs.

This document investigates state-of-the-art and emerging optical networking technologies in order to determine how GÉANT and the NRENs can develop their networks to meet future demands. The main question to answer is what the next step in optical networking technologies will be – which direction optical networking will take, and whether there will be any significant change in the way optical networking is developing compared with the way it is implemented today.

A key component in future all-optical networking within the NREN community will be photonic interoperability, allowing NRENs to interconnect seamlessly between different domains. However, such interoperability is not foreseen within the lifespan of the GN3 project, which is why the focus of the investigation has been solely on optical transparency in order to address the issues arising when alien wavelengths are deployed. As cross-border fibre (CBF) is becoming more and more common, optical transparency is of very high importance and a practical example of an alien wave on CBF is included in Section 2.5.8.1 of this document.

Section 2 gives an overview of optical networking technologies and covers topics such as wavelength counts and bands, optical amplifiers, photonic fibre switches, optical add/drop and transponders. The transponder-related topics include reviews of 10 G, 40 G and 100+ G technologies. The fundamentals of each technology are explained, to ensure the reader understands the innovations presented.

Section 3 investigates optical processing techniques such as optical packet switching, optical burst switching, light-trails, optical circuit switching and optical hybrid switching technologies. The section covers also all-optical wavelength conversion.

Sections 4 and 5 present a study of Operations, Administration, Maintenance and Provisioning (OAM&P) for multi-vendor/multi-domain scenarios, and of physical impairments and control plane considerations. The study is limited to the physical layer aspects in optical transmission systems and does not investigate the protocol(s) used to manage them. However some factors and requirements concerning Generalised Multi-Protocol Label Switching (GMPLS), as a control plane protocol in the optical domain, are also presented.

The investigation concentrates on existing, new or emerging technologies that will impact the building of multi-domain or multi-vendor networks within the next 3 years. The information presented in this document has been obtained through participation in conferences focused on optical networks and study of related papers, through talks with vendors and through research carried out by the participants. Unfortunately the lack of openness arising from the competitive environment in which vendors of optical equipment operate has affected the studies in as much as some advances in optical networking cannot be presented to the public.

Whenever possible, it is the aim of JRA1 T2 to validate the results of this investigation through practical tests of the technologies that have been found most promising for the NREN community. These tests will be carried out in Y2/Y3 of the project and results will be reported to the community in future documents. It may be more difficult now to interest vendors in participating in tests, because of the competitive environment mentioned above and also because of the world-wide economic down-turn, which seems to have affected the vendors’ willingness to lend equipment for testing purposes.

2 Overview of Optical Networking Building Blocks
This section gives an overview of optical networking building blocks, identifying the key optical network components and their use in the system. The following components are described:
· Wavelength counts and bands.

· Other optical bands.

· Optical amplifiers.

· Photonic fibre switches.

· Optical add drop multiplexers.

· Transponders.

2.1 Wavelength Counts and Bands
2.1.1 Transmission Windows
Several wavelength windows have been successively used for transmissions on Silica-based optical fibres, following advances in technology:
· Wide light-emitting diode (LED) beams have been replaced by narrow and monochromatic laser sources to reach longer distances and use wavelength multiplexing, while minimising dispersion phenomena.

· In optical fibre manufacturing, new doping and purifying methods have lowered signal attenuation. Multimode step-index fibres were replaced by gradient-index and then single-mode fibres for long-hauls.

Thus, three transmission windows have been successively defined. These are shown in Figure 2.1, which presents typical fibre attenuation as a function of wavelength.
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Figure 2.1: Typical fibre attenuation as a function of wavelength
The first window (850 nm) was adapted to the first transceivers relatively cheaply (LED with incoherent light), with multimode fibres. It does not coincide with the attenuation minimum (2 dB/km to 3 dB/km), but with the most mastered materials for optoelectronic components at this time: Silicon and GaAs.

The 850 nm window is limited by Rayleigh scattering, which is caused by density fluctuations in glass (i.e. lack of homogeneity, resulting, for example, from bubbles, impurities, micro-bending). This phenomenon exists for every wavelength and is proportional to 1/4. Therefore, this scattering constitutes a physical limit for optical communications, as it is preponderant before 800 nm.

The second window (1310 nm) is characterised by a relative minimum of attenuation (0.4 dB/km to 0.5 dB/km) and placed between the metal ions and water-absorption peaks. Hydroxide (OH-) ions are the main pollutant in Silica fibre and cause an attenuation maximum at 1390 nm. This was reduced by the introduction of low-water-peak fibres like G.652.C / D and G.655.

The 1310 nm window is particularly suited to campus and metropolitan transmissions, as it can be used with laser diodes and either multimode or single-mode fibres.

The third window (1550 nm) is characterised by the absolute minimum of attenuation (0.15 dB/km to 0.2 dB/km) between the water peak and the silica-absorption peak (around 1700 nm). This window is, therefore, particularly dedicated to high-rate transfers on long-haul. However, expensive optical components are needed for such applications: monochromatic laser diodes, single-mode fibres, amplifiers, etc.

Another main benefit of the 1550 nm window is that it coincides with the domain of Erbium-Doped Fibre Amplification (EDFA). Hence this technique undergone significant expansion and is the main amplification method used in long-haul applications.

2.1.2 Transmission Bands

Advances in fibre manufacturing and water-peak suppression have made it possible to extend optical transmissions to a broader spectrum. This is particularly useful in Coarse Wavelength Division Multiplexing (CWDM), where eighteen wavelengths can be used, from 1271 nm to 1611 nm with a spacing of 20 nm [38]. To follow this evolution, the whole infra-red spectrum from 1260 nm to 1675 nm was split into several transmission bands.

[image: image2.png]ultraviolet visible Infra-red
O E S C L Ubands

O: Original
E: Extended

S: Short wavelength

C: Conventional

L: Long wavelength

U: Ultra-long wavelength




Figure 2.2: Infra-red spectrum transmission bands
The former second and third transmission windows (Figure 2.1) are called O and C bands (Original and Conventional bands) and remain the same.

The G.694.1 recommendation for DWDM transmission defines transmission channels on C and L bands with channel spacing of 12.5 GHz, 25 GHz, 50 GHz and 100 GHz. The nominal central frequencies for DWDM are defined by 193.1 + n × m, where n is a positive or negative integer including 0, and m is 0.0125, 0.025, 0.05 and 0.1, respective to 12.5 GHz, 25 GHz, 50 GHz and 100 GHz channel spacings [39] (see also Table 2.2 below).
The G.694.2 recommendation for CWDM transmission defines transmission channels on O, E, S, C and L bands. Channel spacing in CWDM is defined by wavelength instead of frequency and set to 20 nm. This was selected as the channel spacing to maximise the number of channels and simultaneously meet the requirements for the total source wavelength variation and band guard [38].
Although it is theoretically possible to amplify signals outside the C and L bands, long-haul transmissions on other bands have not known any significant development so far, perhaps because of the rise of EDFA.

2.1.3 Transmission Capacities

Among all the transmission media used in telecommunication, optic fibres have the highest total passband value and offer the highest bandwidth. According to the Shannon theorem [42], the bandwidth depends on the passband and the value of the signal-to-noise ratio in accordance with the following formula:
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where:

C is the total bandwidth (transmission capacity or channel capacity) in bits per second.

B is the passband in Hertz.

S/N is the signal-to-noise ratio, usually expressed in dB, and has to be transformed in accordance with the formula:
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Table 2.1 shows the calculated bandwidth for each transmission band of optical fibres using a common value of 60 dB for the signal-to-noise ratio. The values of the frequencies for the wavelength limits of the transmission bands were calculated using the formula:
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where 299792458 (m/s) is the speed of light in a vacuum, as specified in ITU-T G.694.1.

	Band
	Inferior Limit
	Superior Limit
	Passband Bandwidth (THz)
	Signal-to-Noise Ratio (dB)
	Theoretical bandwidth (Tbps)

	
	Frequency (THz)
	Lambda (nm)
	Frequency (THz)
	Lambda (nm)
	
	
	

	O-Band
	220.436
	1360
	237.931
	1260
	17.495
	60
	348.70

	E-Band
	205.337
	1460
	220.436
	1360
	15.098
	60
	300.03

	S-Band
	195.943
	1530
	205.337
	1460
	9.395
	60
	187.25

	C-Band
	191.561
	1565
	195.943
	1530
	4.382
	60
	87.34

	L-Band
	184.488
	1625
	191.561
	1565
	7.073
	60
	140.98

	U-Band
	178.981
	1675
	184.488
	1625
	5.507
	60
	109.77

	TOTAL
	1174.97


Table 2.1: Theoretical available bandwidth for different transmission bands
Table 2.1 above shows that the available theoretical bandwidth for the C-band, which is used in commercial transmission systems, is about 87 Tbps. Common commercial transmission systems have a total bandwidth of 0.44 Tbps (44 lambdas with 10 Gbps per lambda) to 3.52 Tbps (44 lambdas with 40 Gbps per lambda) or 8.8 Tbps (88 lambdas with 100 Gbps – not available yet), which is only about 10% of the theoretical bandwidth.
2.1.4 WDM Grids

With increasing bandwidth needs, solutions that are based on temporal multiplexing, like Plesiochronous Digital Hierarchy (PDH) and Synchronous Digital Hierarchy (SDH), have become more complex and their interfaces more expensive. Therefore, the more efficient Wavelength Division Multiplexing (WDM) technology was created, which offers the advantage of being transparent to any protocol.

ITU-T standardised several transmission grids, describing wavelengths to be used [39, 40]. Wavelength spacing is defined for each grid to avoid signal interferences and transceiver misinterpretations.

The G.692 and G.694-1 recommendations describe a frequency grid of several channel spacings from 12.5 GHz to 100 GHz or more (whole multiples of 100 GHz).

An initial grid, also the most used, was defined for 100 GHz spacing. Then, different grids were defined by successively subdividing this initial grid by a factor of 2. All grids are centred on the reference frequency 193.1 THz (acetylene absorption ray). Equipment using the 50 GHz spacing grid is now also commonly available.
Successive frequencies of the grid can be calculated by adding or deducting a multiple of the spacing (see Table 2.2).
	Frequency spacing
	Allowed frequencies (THz)

	12.5 GHz
	193.1 + n × 0,0125

(with n positive, negative or null)

	25 GHz
	193.1 + n × 0,025

(with n positive, negative or null)

	50 GHz
	193.1 + n × 0,05

(with n positive, negative or null)

	100 GHz
	193.1 + n × 0,1

(with n positive, negative or null)


Table 2.2: Frequency spacing
As a result, nominal central frequencies can be calculated.

Using the procedure described above for the values of frequencies and with the formulas from Table 2.2 , the wavelengths of each channel can be calculated for each DWDM grid. Table 2.3 below shows the values calculated for 100 GHz grid, 50 GHz grid and 25 GHz grid for C-band. C-band is presented because it is used in all commercially available DWDM transmission systems.
	Count
	Calculated frequency (THz) :: According ITU-T G.694.1 with 193.1 THz as reference
	Calculated Wavelength (nm) :: According ITU-T G.694.1 wavelength=299792458/frequency

	
	100 GHz spacing channels
	Additional lambda for 50 GHz spacing
	Additional lambdas for 25 GHz spacing
	100 GHz spacing
	Additional lambda for 50 GHz spacing
	Additional lambdas for 25 GHz spacing

	1
	195,90
	195,85
	195,875
	195,850
	195,825
	1530,33
	1530,72
	1530,53
	1530,72
	1530,92

	2
	195,80
	195,75
	195,775
	195,750
	195,725
	1531,12
	1531,51
	1531,31
	1531,51
	1531,70

	3
	195,70
	195,65
	195,675
	195,650
	195,625
	1531,90
	1532,29
	1532,09
	1532,29
	1532,49

	4
	195,60
	195,55
	195,575
	195,550
	195,525
	1532,68
	1533,07
	1532,88
	1533,07
	1533,27

	5
	195,50
	195,45
	195,475
	195,450
	195,425
	1533,47
	1533,86
	1533,66
	1533,86
	1534,05

	6
	195,40
	195,35
	195,375
	195,350
	195,325
	1534,25
	1534,64
	1534,45
	1534,64
	1534,84

	7
	195,30
	195,25
	195,275
	195,250
	195,225
	1535,04
	1535,43
	1535,23
	1535,43
	1535,63

	8
	195,20
	195,15
	195,175
	195,150
	195,125
	1535,82
	1536,22
	1536,02
	1536,22
	1536,41

	9
	195,10
	195,05
	195,075
	195,050
	195,025
	1536,61
	1537,00
	1536,81
	1537,00
	1537,20

	10
	195,00
	194,95
	194,975
	194,950
	194,925
	1537,40
	1537,79
	1537,59
	1537,79
	1537,99

	11
	194,90
	194,85
	194,875
	194,850
	194,825
	1538,19
	1538,58
	1538,38
	1538,58
	1538,78

	12
	194,80
	194,75
	194,775
	194,750
	194,725
	1538,98
	1539,37
	1539,17
	1539,37
	1539,57

	13
	194,70
	194,65
	194,675
	194,650
	194,625
	1539,77
	1540,16
	1539,96
	1540,16
	1540,36

	14
	194,60
	194,55
	194,575
	194,550
	194,525
	1540,56
	1540,95
	1540,76
	1540,95
	1541,15

	15
	194,50
	194,45
	194,475
	194,450
	194,425
	1541,35
	1541,75
	1541,55
	1541,75
	1541,94

	16
	194,40
	194,35
	194,375
	194,350
	194,325
	1542,14
	1542,54
	1542,34
	1542,54
	1542,74

	17
	194,30
	194,25
	194,275
	194,250
	194,225
	1542,94
	1543,33
	1543,13
	1543,33
	1543,53

	18
	194,20
	194,15
	194,175
	194,150
	194,125
	1543,73
	1544,13
	1543,93
	1544,13
	1544,33

	19
	194,10
	194,05
	194,075
	194,050
	194,025
	1544,53
	1544,92
	1544,72
	1544,92
	1545,12

	20
	194,00
	193,95
	193,975
	193,950
	193,925
	1545,32
	1545,72
	1545,52
	1545,72
	1545,92

	21
	193,90
	193,85
	193,875
	193,850
	193,825
	1546,12
	1546,52
	1546,32
	1546,52
	1546,72

	22
	193,80
	193,75
	193,775
	193,750
	193,725
	1546,92
	1547,32
	1547,12
	1547,32
	1547,52

	23
	193,70
	193,65
	193,675
	193,650
	193,625
	1547,72
	1548,11
	1547,92
	1548,11
	1548,31

	24
	193,60
	193,55
	193,575
	193,550
	193,525
	1548,51
	1548,91
	1548,71
	1548,91
	1549,11

	25
	193,50
	193,45
	193,475
	193,450
	193,425
	1549,32
	1549,72
	1549,52
	1549,72
	1549,92

	26
	193,40
	193,35
	193,375
	193,350
	193,325
	1550,12
	1550,52
	1550,32
	1550,52
	1550,72

	27
	193,30
	193,25
	193,275
	193,250
	193,225
	1550,92
	1551,32
	1551,12
	1551,32
	1551,52

	28
	193,20
	193,15
	193,175
	193,150
	193,125
	1551,72
	1552,12
	1551,92
	1552,12
	1552,32

	29
	193,10
	193,05
	193,075
	193,050
	193,025
	1552,52
	1552,93
	1552,73
	1552,93
	1553,13

	30
	193,00
	192,95
	192,975
	192,950
	192,925
	1553,33
	1553,73
	1553,53
	1553,73
	1553,93

	31
	192,90
	192,85
	192,875
	192,850
	192,825
	1554,13
	1554,54
	1554,34
	1554,54
	1554,74

	32
	192,80
	192,75
	192,775
	192,750
	192,725
	1554,94
	1555,34
	1555,14
	1555,34
	1555,55

	33
	192,70
	192,65
	192,675
	192,650
	192,625
	1555,75
	1556,15
	1555,95
	1556,15
	1556,35

	34
	192,60
	192,55
	192,575
	192,550
	192,525
	1556,55
	1556,96
	1556,76
	1556,96
	1557,16

	35
	192,50
	192,45
	192,475
	192,450
	192,425
	1557,36
	1557,77
	1557,57
	1557,77
	1557,97

	36
	192,40
	192,35
	192,375
	192,350
	192,325
	1558,17
	1558,58
	1558,38
	1558,58
	1558,78

	37
	192,30
	192,25
	192,275
	192,250
	192,225
	1558,98
	1559,39
	1559,19
	1559,39
	1559,59

	38
	192,20
	192,15
	192,175
	192,150
	192,125
	1559,79
	1560,20
	1560,00
	1560,20
	1560,40

	39
	192,10
	192,05
	192,075
	192,050
	192,025
	1560,61
	1561,01
	1560,81
	1561,01
	1561,22

	40
	192,00
	191,95
	191,975
	191,950
	191,925
	1561,42
	1561,83
	1561,62
	1561,83
	1562,03

	41
	191,90
	191,85
	191,875
	191,850
	191,825
	1562,23
	1562,64
	1562,44
	1562,64
	1562,84

	42
	191,80
	191,75
	191,775
	191,750
	191,725
	1563,05
	1563,45
	1563,25
	1563,45
	1563,66

	43
	191,70
	191,65
	191,675
	191,650
	191,625
	1563,86
	1564,27
	1564,07
	1564,27
	1564,47

	44
	191,60
	191,55
	191,575
	191,550
	191,525
	1564,68
	1565,09
	1564,88
	1565,09
	1565,29


Table 2.3: Calculated nominal frequencies and corresponding wavelengths for C-band
Using the same formulas and the limits of bands defined in Section 2.1.3 Transmission Capacities on page 9, the number of channels and the values of frequencies and wavelengths for each channel can be calculated. Table 2.4 below shows the number of channels for each band for different spacing grids.

	General Lambda Count for All Bands

	Band
	Band Limits
	Number of Lambdas

	
	Inferior Limit (nm)
	Superior Limit (nm)
	100 GHz
	50 GHz
	25 GHz
	12.5 GHz

	O-Band
	1260
	1360
	175
	350
	700
	1400

	E-Band
	1360
	1460
	151
	302
	604
	1208

	S-Band
	1460
	1530
	94
	188
	376
	752

	C-Band
	1530
	1565
	44
	88
	176
	352

	L-Band
	1565
	1625
	71
	142
	284
	568

	U-Band
	1625
	1675
	55
	109
	217
	433


Table 2.4: Number of available channels
The number of transmission channels is higher in the bands that have a higher passband value. C band is the smallest compared with all the others but this band is used in the commercially available DWDM systems. This can be explained by many factors, but it seems that the most important one is the low value of attenuation in C band and the availability of EDFA amplifiers used to compensate the optical power loss. EDFA works also in L band but different amplifiers should be used. The main difference between C-band and L-band amplifiers is the length of the doped fibre.
2.1.5 Increasing the Wavelength Count
Increasing the total bandwidth of optical telecommunication systems is done in two ways: by increasing the number of channels and/or increasing the bandwidth for each channel.

The first option is specified in ITU-T G.694.1 and described in 2.1.4. However, using this option the available passband for each channel decreases by an order of 2. The second option is achieved using sophisticated modulation techniques (e.q. 16 Quadrature Amplitude Modulation (QAM) to achieve a spectral efficiency of 5.6 b/s/Hz was reported), detection techniques (e.q. coherent detection) and error-correction techniques.

Increasing the number of transmission channels decreases the maximum bandwidth of each channel, as stated by the Shannon theorem (the bandwidth is proportional to the passband value of the channel). Figure 2.3 below shows the theoretical bandwidth values (calculated using the Shannon theorem) versus signal-to-noise ratio for one channel for four different DWDM grid spacings.
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Figure 2.3: Theoretical bandwidth per channel

For a common value of signal-to-noise ratio of 60 dB the bandwidth of one channel could be around 600 Gbps for 100 GHz spacing and 74 Gbps for 12.5 GHz channel spacing.

A technique commonly used to increase the bandwidth for each channel consists of using two different optical carriers with orthogonal polarisation, which doubles the value of the bandwidth.

2.1.5.1 25 GHz DWDM

The available number of channels can differ for different equipment manufacturers, and sometimes the supported lambdas cross the standard band limits as defined by ITU. Some manufacturers already offer 25 GHz DWDM commercially. For this, two different approaches are currently used:

· Using technologies that are already available for less dense DWDM.
One advantage of this solution, which uses existing, well-established devices, is its low cost. The theoretical maximum count of 10 G lambdas can be as high as 192, due to the use of so-called "extended" bands. The channel grid in these cases may not quite comply with the band limits as defined in the ITU standards G.694.1 and G.694.2. For example, Alcatel’s documentation refers to the interval 1530.90 nm – 1568.36 nm (195.90 THz – 191.15 THz) as the extended C-band used for its 1626LM ultra-long hall system. Cisco documentation refers to 25 GHz spacing and to providing more than 160 channels in C band and L band in its ONS platform. Huawei also reports use of 192 channels in an extended C band with 25 GHz spacing. The same applies to Ciena. Other vendors report use of 1527.22 nm – 1563.45 nm spacing (196.299 THz – 191.750 THz) [159]. To achieve this amount of wavelength while minimising interference effects, the spectrum is divided into transmission bands that are separated by ”guard bands”.

Wavelength selection is the main drawback of this approach: it is recommended that the central channels in each band be used before beginning to reduce the spacing between channels of different bands. Interferences like four-wave mixing (FWM) can occur if adjacent wavelengths of different band extremities are used, especially if using 25 or lower channel spacing. There are recommendations not to use lambdas located at the centre of the C band (1550 nm) where the smallest calculated signal-to-noise ratio (SNR) is located, and also to use non-equal spaced channels [160].

· Using Photonic Integrated Circuits (PICs) [41].

PICs consolidate all the optical functions required in an optical transport system into a single device. At each node, electronic signal processing makes it possible to manage each channel separately, giving accurate power management and high gain.

Forward Error Correction (FEC), Electronic Dispersion Compensation (EDC) and optical modulation techniques are used to recover degraded bits, and mitigate the degradation of optical signals. This solution significantly lowers the cost of Optical-to-Electrical-to-Optical (OEO) conversion in the nodes and makes it possible to transmit 160 channels at 10 Gbps and 25 GHz spacing. Again, this does not coincide with the number of possible channels calculated by ITU-T (see Table 2.3), which for the 25 GHz grid is 176.
2.1.5.2 WDM in Other Bands: Long-Haul Transmissions
As described in Section 2.1.2 Transmission Bands on page 8, the ITU has defined several transmission bands. Table 2.5 shows the spectral band designations for optical fibre communication using the letters O, E, S, C, L and U [45].

	Band
	Description
	Wavelength Range [nm]

	
	
	Lower limit
	Higher limit

	O
	Original
	1260
	1360

	E
	Extended
	1360
	1460

	S
	Short Wavelengths
	1460
	1530

	C
	Conventional (Erbium window)
	1530
	1565

	L
	Long Wavelengths
	1565
	1625

	UL
	Ultralong Wavelengths
	1625
	1675


Table 2.5: Spectral band designations for optical fibre communication

The O-band was the first band used for long-haul transmissions, due to its zero dispersion and low fibre loss characteristics (using standard fibre). The development of Wavelength Division Multiplexing (WDM), with its demand for broadband amplifiers, and problems with non-linearity in transmissions around zero dispersion, forced long-haul fibre transmission to the C and L bands.

The U-band suffers from high transmission loss and is difficult to use for long transmission distances. However, new research shows a possibility of using the Ultra-Long Raman Fibre Laser as an attractive way to provide quasi-lossless optical fibre transmission in the U-band region of 1650 nm to 1675 nm [44].
The 1400 nm power-peak region resides in the E-band. Even if the water-peak loss is reduced by introducing low-water-peak fibres, the E-band remains less useful for long-distance transmissions.

The C-band is the most-used band for long-haul systems due to the success of EDFAs. The emergence of EDFAs boosted the use of C-band in long-haul transmission. EDFAs are less efficient in the L-band, but Raman amplification technology is able to take over. The combination of efficient and cost-effective amplifiers, and low fibre loss in the C and L bands made these bands the preferred transmission area for long-haul systems.

In addition to the C and L bands, the S-band is another popular band for single-wavelength and CWDM systems. CWDM could also use the O and E bands, but the system reach would be more limited due to high fibre loss in these bands, especially in conventional fibres.
2.2 Optical Amplifiers

Since there are many principles of optical signal amplification, this section concentrates on generally used amplifiers that can be classified as:

· Rare-earth doped fibre amplifiers.

· Semiconductor amplifiers.

· Raman amplifiers.

· Parametric amplifiers.

The operating band of doped fibre amplifiers is limited by its dopants, host glass and used pumps. The operating band of semiconductor optical amplifiers (SOAs) can be designed during the manufacturing process and can be as wide as tens of nm. Raman and parametric amplifiers are limited only by the availability of suitable pumps or alternative amplification media.

This section addresses ways of optical amplification that are suitable for the most commonly used Original (O), Conventional (C) and Long (L) transmission bands and, potentially, for the Short (S) transmission band.

2.2.1 Rare-Earth Doped Fibre Optical Amplifiers

The gain medium of each of these Optical Amplifiers (OAs) represents an optically-pumped fibre doped with a rare-earth element (or with a combination of rare-earth elements). The purpose of rare-earth element ions is to absorb pump energy, which can be released by stimulated emission. The amplification of optical energy at a longer wavelength than the pump wavelength is achieved. Each element has its own absorption-emission characteristic; some elements absorb energy in a single step, others in multiple steps. Similarly, some elements emit light in one or more spectral ranges. Additionally, some elements emit energy out of transmission spectra or the excited atoms do not remain in the excited state long enough. As a result, there is no single rare-earth element that covers the complete communication transmission spectrum (e.g. 1300-1620 nm or 1675 nm) [1]. In practices, rare elements like Erbium (Er), Neodymium (Nd), Praseodymium (Pr) and Thulium (Tm) are used the most, either alone or in a combination, e.g. Er+Yb or Tm+Yb.

2.2.1.1 EDFAs

The most widely used OAs for data transmission are Erbium Doped Fibre Amplifiers (EDFAs). This is because:

· The EDFAs’ operational range corresponds with the C-band (the lowest attenuation coefficient for the silica fibre).

· The fabrication is relatively easy because it is possible to dope common silica fibre by Erbium. The majority of the other rare-earth elements require special glasses other than silica, e.g. fluoride, phosphate, borate, etc.

In a simplified model, Figure 2.4 shows EDFAs as a three-level atomic system.


[image: image7]
Figure 2.4: Three-level atomic system model

The model has the following states:

	1
	Ground state.

	2
	Meta-stable state.

	3
	Intermediate state.


The Erbium ions Er3+ are excited by an optical pump from the ground state (1) to the intermediate energy state (3). The transition rate is proportional to pump flux Φp. From the intermediate state (3) the ions spontaneously drop to the meta-stable state (2) with the transition rate Γ32= 1/τ3. This transition is mostly non-radiative. From the meta-stable state (2), ions can drop by stimulated emission caused by an input signal. The transition rate is then proportional to signal flux Φs. Alternatively, they can drop spontaneously with the transition rate Γ21= 1/τ2. This transition is mostly radiative. For rate equations and the more precise Stark Split Laser Model, see, for example, [2] and [3].

Erbium ions can be excited to several higher intermediate energy levels, from where they may repeatedly drop to lower intermediate levels, until they reach the meta-stable level (2). Wavelengths of pumps can be, for example, 1480 nm, 980 nm, 800 nm, 670 nm, etc. From a practical point of view, drops between intermediate levels have no advantage, they are mostly non-radiative. Pump wavelengths of 980 nm and 1480 nm are typically used. The practical principle of EDFA operation (excitation followed by stimulated emission) is shown in Figure 2.5.


[image: image8]
Figure 2.5: EDFA operational principle

The schematic representation of a simple EDFA is shown in Figure 2.6. The amplifier consists of a Wavelength Division Multiplexing (WDM) coupler, pump laser(s), an Erbium-doped fibre and two isolators located at both ends of the EDFA. The Erbium fibre can be pumped in a forward or backward direction or in both directions.


[image: image9]
Figure 2.6: EDFA configuration example

The general application of EDFAs, especially for Dense Wavelength Division Multiplexing (DWDM) systems, is based on the following facts:

· The fabrication of silica Er-doped fibre is relatively simple.
· EDFAs can achieve small signal gains over 40 dB even in a single stage.
· Saturated output powers higher than +37 dBm (5 W) are commercially available.
· It is also possible to achieve low Noise Figures (NFs) – in the range of <3.5, 7> dB. The gain is nearly polarisation insensitive.
· Standard EDFAs offer amplification in the C-band and with proper design (long active fibre to keep population inversion relatively low) they can also operate in the L-band.
· The carrier lifetime in meta-stable state (2) τ2 is relatively large, approximately 10 ms. This slow response ensures that gain cannot be modulated by frequencies higher than 10 kHz. Therefore, interchannel crosstalk does not occur for typical data signals.

A serious obstacle for WDM applications with many channels could be the wavelength dependency of gain. The gain spectrum of an EDFA is not inherently flat and this becomes a real issue especially for long chains of amplifiers where even small variations in gain will grow into huge differences among individual channels. Nevertheless, the gain spectrum can be flattened. There are 3 basic approaches to achieving flat gain spectra:

· Glass composition

Different non-silica (fluoride or telluride) glass hosts or Aluminium (Al) co-doping. This approach can increase bandwidth to 25 nm [2].

· Gain equaliser

An optical filter with spectral characteristics of attenuation inverse to the gain spectral characteristic can be typically placed between two amplifier stages. This can, of course, be combined with the glass composition approach. The result is an increase of bandwidth to 50 or 80 nm [4].

· Hybrid amplifier

A two- or multi-arm amplifier. This approach can increase bandwidth to 85 nm [2].

In practice, gain equalisation is the simplest and most frequently used approach. The hybrid amplifier’s two-arm approach is typically used to cover the C + L band (each arm handles one band). The least used is the non-silica glass approach which is susceptible to technological problems, covered in the next section 2.2.1.2 PDFAs.

Among the disadvantages of EDFAs is their relatively bulky character and that they cannot be integrated with other semiconductors, as they consist of a reel or reels with several tens of meters of Er-doped fibre. The solution to this problem may be Erbium Doped Waveguide Amplifiers (EDWA). These use Er-doped waveguides, which could possibly be integrated, e.g. [5].

2.2.1.2 PDFAs

The second generation of transmission systems generated interest in amplification in the O-band. Significant development of third-generation systems made this area less attractive. However, with the recent development of fast computer interfaces (e.g. 40 GE and 100 GE), amplification in the O-band may again become of interest. There are two main candidates among rare-earth elements: Praseodymium (Pr) and Neodymium (Nd). The Pr-doped fibre amplifiers (PDFAs or PrDFAs) and Nd-doped fibre amplifiers can be modelled as four-level systems (see Figure 2.7).


[image: image10]
Figure 2.7: Four-level system model

The model has the following states:

	0
	Ground state.

	1
	Lower level of laser transition.

	2
	Upper level of laser transition state.

	3
	Intermediate state.


Ions are excited by an optical pump from the ground state (0) to the intermediate energy state (3). The transition rate is proportional to the pump flux Φp. From the intermediate state (3) the ions spontaneously drop to state (2), which is meta-stable, with the transition rate Γ32. From state (2) ions can drop by stimulated emission caused by an input signal (the transition rate is proportional to signal flux Φs) to state (1), or they can drop spontaneously with the transition rate Γ2 = Γ21 + Γ20 = 1/τ2 to state (1) or (0) respectively. The transition Γ20 can be either radiative or non-radiative [1].

The condition necessary for achieving a reasonable performance of a PDFA is a sufficiently long meta-stable level lifetime τ2. Unfortunately, a high non-radiative transition rate in silica glasses prevents their application for PDFAs so other types of glass matrix, e.g. fluoride fibres, must be used. A meta-stable level lifetime of 110 µs is achieved for Pr-doped fluoride fibre and it can be up to 300 µs in the case of more complex hosts, e.g. halides and chalcogenides [6].

In practice, 1020 nm pumps are used to excite Pr ions. PDFAs typically cover the spectral range from 1280 nm to 1340 nm and offer a relatively high gain of over 30 dB, output power of over 20 dBm, with NF in the range of <5, 7> dB.

PDFAs need higher pump power due to their lower efficiency compared with EDFAs. Furthermore, due to the hydroscopic nature of the fibre and the impossibility of splicing fluoride fibres to silica fibres (as they have different melting temperatures), PDFAs have not been as widely applied as EDFAs and the commercial availability of PDFAs is still very limited.

The next possible candidate for amplification in the O-band is Neodymium (Nd). However, Nd ions also need non-silica glasses, and, as the radiative transition at 1050 nm is stronger than at 1340 nm, gains of only about 5 dB were reported. Therefore, Nd amplifiers achieved no practical relevance in the area of data transmission.

2.2.1.3 TDFAs

The expansion of WDM systems (fifth generation) makes operation in other transmission bands, namely the S-band, necessary. For amplification in the S-band, Thulium (Tm) doped fibre amplifiers (TDFAs or TmDFAs) could be used.

Tm also requires non-silica (fluoride or telluride) glasses. Some experiments with silica glass fibres have been reported, but with poor results [7]. Fluoride fibres can be pumped at 1047 nm with a gain over the spectral range from 1440 to 1520 nm. [8] reports gains of about 10 dB, with output power of about 15 dBm and NF of about 6 dB. The S-band is more attractive for data transmission than the O-band, due to lower fibre attenuation. However, because TDFAs, like PDFAs, need higher pump power and non silica glasses, they have not been widely deployed yet.

2.2.2 Semiconductor Optical Amplifiers

The operating principle of Semiconductor Optical Amplifiers (SOAs) is based on optical amplification in direct bandgap semiconductors like Gallium Arsenide (GaAs) and Indium Phosphide (InP). When a bias voltage is connected to an SOA, an excitation process of electron-hole pairs takes place in the active waveguide region sandwiched between the n and p semiconductors. Furthermore, when an input optical signal is coupled into the waveguide area, it causes electron-hole pairs to recombine, resulting in the generation of more photons with the same wavelength as the input signal. Thus optical amplification is reached. SOAs can be modelled as two-level systems [4]. The gain together with gain saturation can be described for Continuous Wave (CW) input signals (or pulses considerably longer than τc) as follows:
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where P is signal power, g0 is small signal gain and Ps is the saturation power and
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Γ is the confinement factor, σg is the differential gain, V is active volume, N is carrier density and N0 is the value of carrier density necessary for transparency. N can be expressed as:
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where I is injection current, τc is the carrier lifetime and q is the unit charge.

SOA noise has two main contributors: the spontaneous emission factor (population inversion factor) and internal losses (e.g. free-carrier absorption, scattering losses and pigtailing losses). The NF can be written as follows:
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In practice, SOAs from commercial vendors can offer operation in one of many transmission bands (e.g. 850 nm, O, S, C and L with bandwidth from about 40 nm to 70 nm). They achieve relatively high gain over 25 dB with typical Ps of up to 14 dBm and NFs higher than EDFAs, in the range <6 - 9> dB. Experimental devices were reported with a bandwidth of 120 nm and Ps of up to 23 dBm.

One of the SOAs’ potentially unwanted attributes is that their polarisation sensitivity-amplifier gain differs for both orthogonal polarisation modes. This is not a problem for a booster amplifier, which is located directly behind, or integrated with, a CW laser or modulator. Generally, however, in a line amplifier or a preamplifier application where polarisation-maintaining fibre is not used, the state of polarisation changes with light propagation through the fibre, and the polarisation sensitivity of SOA must be minimised. Possible approaches to eliminate the sensitivity are:

· The geometry (comparable width and thickness) of the active area.

· A two-amplifier structure – this can be in a serial or parallel configuration (each SOA for a single polarisation state).

· A double-pass configuration with polarisation rotator.

The last-mentioned approach exploits the fact that SOAs can be operated in bidirectional mode. They are small, compact semiconductor devices and can be integrated easily (e.g. as a preamplifier into a receiver).

In a WDM operation, SOAs suffer from their very short carrier lifetime τc – of the order of nanoseconds (compared with 10 ms for EDFA). The drawback of SOAs is the interchannel crosstalk caused mainly by two non-linear phenomena: four-wave mixing (FWM) and cross-gain modulation. In a multichannel amplification, the constant P (for CW power) is replaced by a complex formula which contains time-dependent terms resulting from the beating of the signal in different channels [4]:
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where M is the number of channels, Ωjk = ωj – ωk, where ωj is carrier frequency of j-th channel. 

The carrier population N is dependent on signal power, causing N to oscillate at the beat frequency Ωjk. Since the gain and refractive index are dependent on N, they are also modulated at the frequency Ωjk. In general, gain and refractive index modulation create “gratings”, which result in interchannel crosstalk that can be viewed as FWM.

The cross-gain saturation is caused by the gain of a specific channel being saturated by its own power and the power of other channels. This crosstalk occurs regardless of the channel spacing but can be avoided by keeping powers low, and thus avoiding the saturated regime of an SOA. FWM can be reduced when signals are separated by large frequency gaps, but both phenomena make SOAs less interesting for WDM (concurrent transmission of many narrow-spaced channels). However, these phenomena can be utilised in many applications, e.g. wavelength conversions or fast photonic switching.

2.2.3 Raman Fibre Amplifiers

The energy of optical pulses decreases during propagation through an optical fibre due to absorption and scattering. The absorption of standard communication fibres is (0.35 dB/km and 0.21 dB/km at 1310 nm and 1550 nm, respectively. After a certain distance, the number of photons contained in transmitted pulses falls below the minimal value detectable by the receiver. With a typical transmitter laser diode (LD) power of 1 mW (0 dBm), optical cabled fibre attenuation of 0.25 dB/km and a typical 10 Gb/s receiver sensitivity of –20 dBm, the maximum transmission distance is about 80 km (regardless of signal distortion due to chromatic dispersion). After this transmission distance, the optical signal would have to be converted to electrical form, regenerated, converted back to an optical signal in an OEO (Optical-to-Electrical-to-Optical) regenerator and launched to the next span of optical fibre. The OEO regenerators are designed for a particular bit rate and modulation format. Prices of OEO regenerators increase rapidly with bit rate. Moreover, each channel must be regenerated separately.

Optical fibre amplifiers can amplify several channels that differ in carrier wavelength, modulation format and bit rate.

The dramatic growth of Internet traffic has caused an unprecedented rapid deployment of wavelength-division-multiplexed (WDM) transmission systems based on Erbium-doped fibre amplifiers (EDFAs). The insatiable demand of the Internet for high-capacity data transport has resulted in the release of many new inventions, e.g. L-band EDFAs. As a result, WDM transmission systems are now using up the entire gain band of EDFAs, i.e., C-band (1535 nm – 1560 nm) and L-band (1565 nm – 1610 nm).

EDFAs used in WDM transmission systems are known as lumped amplifiers, in which gain is concentrated at one point of the transmission line. In contrast to EDFAs, Raman amplification is distributed along the whole length of the transmission fibre. Raman amplification in optical fibres was first observed and measured by Stolen and Ippen [9]. Their measurement showed that the Stokes shift of silica fibre is approximately 13.2 THz. The first experiments on data transmission using Raman amplification were carried out by Aoki et al. [10] in 1985. The following year, Mollenauer et al. used a fibre Raman amplifier to investigate the propagation of optical solitons [11]. However, these early experiments were laboratory curiosities, because the transmission fibre was pumped by very bulky solid-state lasers unsuitable for field applications. As pump laser diodes (LDs) for 14XX nm bands became mature in the late 1990s, the feasibility of Raman amplifiers increased accordingly. The development of 14XX nm LDs was connected in fact with high-power EDFA pumping.

With the constantly growing demand for bandwidth and the availability of high-power laser pump diodes, the application of stimulated Raman scattering for signal amplification in dense wavelength division multiplexing (DWDM) communication systems gained in importance.
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Figure 2.8: Schematic diagram of counter-directionally pumped Raman fibre amplifier
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Figure 2.9: Cascade of three distributed Raman fibre amplifiers transmitting 10x10 GE channels [18]

Raman gain arises from the transfer of power from one optical beam to another that is downshifted in frequency by the energy of optical phonon (a vibration mode of the medium). Figure 2.8 shows that Raman amplifiers use pumps to impart the transfer of energy from the pumps to the transmission signals through the Raman-effect mechanism.

In the case of continuous wave, the interaction between the pump and the signal is governed by the following set of coupled differential equations.
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Cladding-pumped Raman fibre lasers were used for relatively narrow-band applications [12] (see Figure 2.9). Long-haul transmission experiments based on the application of distributed all-Raman amplification have been reported [13, 14, 15]. For a description of ultra-broadband Raman amplifiers pumped by several wavelength-division-multiplexed laser diodes, see [16, 17].

In these conventional multi-wavelength pumped Raman fibre amplifiers (RFA), pump lasers operate continuously at predetermined and optimised wavelengths and powers to generate a flat gain-spectral characteristic. 

Although the gain-spectral characteristic of continuously WDM-pumped broadband RFAs can be flattened by careful choice of pump wavelengths and powers, the optical signal-to-noise ratio (OSNR) will exhibit a positive tilt (see Figure 2.10). Due to pump-to-pump Raman interactions, the longer wavelength pumps extract some power from the shorter wavelength ones and in the counter-directional pump configuration penetrate deeper into the transmission fibre (see Figure 2.11). This is reflected in the tilt of optical signal-to-noise ratio with worse OSNR for shorter wavelength signals [18]. Moreover, strong products of four-wave mixing between the pumps can fall in the signal band when dispersion shifted fibre (DSF) is used as a transmission medium.
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Figure 2.10: Optical spectrum at the output of 50 km of NZDSF fibre backward pumped as in Figure 2.11, 100 channels with 1 nm spacing and -3 dBm/channel
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Figure 2.11: Distribution of pump power along 50 km of NZDSF fibre, 100 channels with 1 nm spacing and -3 dBm/channel

To overcome the above-mentioned deficiencies of the WDM continuously pumped broadband RFA, the time-division multiplexing (TDM) of pumps has been suggested and verified experimentally [18, 19, 20, 21]. Two different approaches to the TDM pumping scheme are possible, in principle:

· Several fixed wavelength lasers are optically combined, as in the case of WDM continuous wave pumping, but individual lasers are operated in a pulsed regime during separate time slots [18, 19]. Removing the interactions between short and long pump wavelengths allows the total pump power to be distributed more evenly.

· A single but tuneable laser is used as a pump source, which is periodically and repetitively swept across a required wavelength range with a certain wavelength pattern [20, 21]. To achieve flat gain spectrum, the wavelength pattern and time spent at individual wavelengths must be optimised.

Both TDM techniques guarantee that the pump wave of only one wavelength is present at a given spot of the Raman fibre at a particular time, so that pump-to-pump Raman interactions are avoided. Repetition rate requirements for TDM Raman pumping were quantified, both theoretically and experimentally [22]. It has been shown that to achieve temporal Raman gain variations of less than 1 dB at an average on/off Raman gain of 15 dB in 100 km of non-zero DSF, the repetition rate must be higher than 10 kHz.
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Figure 2.12: Schematic representation of TDM pumping unit [23]
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Figure 2.13: Time evolution of TDM pump pulses [23]

It would be reasonable to assume that almost every new or upgraded long haul ((300 km to 600 km) and ultra-long-haul (>600 km between regenerators) will eventually deploy some form of Raman amplification technology. Any deployment concerns about discrete or distributed Raman amplifications have been outweighed by the performance improvements permitted with Raman amplification. For example, distributed RFA improves noise performance and decreases non-linear penalties in WDM networks, elevating the two main constraints in dispersion-compensated, optically amplified systems. The improved noise performance can be used to travel a longer distance between repeaters or to introduce lossy switching elements such as optical add/drop multiplexers or optical cross-connects.

2.2.4 Fibre Optical Parametric Amplifiers

Parametric amplification occurs when a strong pump wave and one or more signals are launched into an optical fibre, resulting in the transfer of power from the pump to the signal, and also the transfer from pump to a new idler frequency. The pump, signal and idler are coupled by the non-linear ((3) polarisation of the glass fibre. The gain spectrum is dependent on the phase-matching condition between pump, signal and idler in addition to pump powers, fibre properties and fibre length. Fibre-based optical parametric amplifiers (FOPAs) have been successfully used both as pulse sources [24], wavelength converters [25, 26, 27] and as broadband amplifiers with high gain and sensitivity comparable to Erbium-doped fibre amplifiers [28, 29]. The mechanism behind FOPA is highly efficient four-wave mixing (FWM) in non-linear fibres. In contrast to rare-earth doped fibre amplifiers, FOPA is unique in the sense that it is possible to design the bandwidth, gain and operating wavelength by adjusting fibre parameters. This feature is similar to Raman fibre amplifiers.

Amplification bandwidth and therefore the number of channels can be increased using two pumps instead of a single-pump source. A schematic diagram of the two-pump FOPA is shown in Figure 2.14. The amplification of eight 10 GE channels in a two-pump FOPA is shown in Figure 2.15.


[image: image23.emf]

p1

=1540

RFG

1

PC

OBPF



p2

=1580nm

λ

p1

OSA

RFG

2

HNLF

λ

p2

Tx

4

Tx

2

Tx

1

Rx

1

Rx

2

Rx

4

low-power 1540/1580

high-power 1540/1580

1546nm

1552nm

FBG

4

FBG

3

FBG

2

FBG

1


Figure 2.14: Schematic representation of 2-pump FOPA
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Figure 2.15: Experimental results demonstrating amplification of 8 x 10 GE channels
2.2.5 Optical Amplifier Summary Comparison

Table 2.6 presents a summary comparison of the optical amplification options.
	Amplifier
	Typical NF
	Operation Band &/or Bandwidth
	Usage
	Features
	Known Issues

	Fibre – EDFA
	4 dB – 6.5 dB
	C or L band

40 nm
	Often even in transmission or lab
	Mature technology
	None

	Fibre – PDFA
	5 dB – 7 dB
	O band

60 nm
	Very rare in transmission
	
	Non-silica glasses (hydroscopic, cannot be fused with silica), lower power efficiency

	Fibre – TDFA
	6 dB
	S band

80 nm
	Lab only
	
	Non-silica glasses (hydroscopic, cannot be fused with silica), lower power efficiency

	SOA
	6 dB – 9 dB
	Any band

40 nm – 70 nm
	In transmission as integrated preamplifier or booster
	Mature technology, operational band can be chosen
	High parasitic modulations (cross gain and phase), higher NF, lower output powers

	Raman
	3.5 dB
	Any band

Up to 80 nm
	Long haul or under sea or low noise transmission
	Mature technology, operational band and flatness can be chosen
	Need strong pumps

	FOPA
	3.5 dB
	Any band

30 nm
	Lab only
	Operational band can be chosen
	Need strong pumps and special gain medium, other mixing products must be filtered out


Table 2.6: Comparison of optical amplifiers, typical values
2.3 Photonic Fibre Switches

This section addresses photonic fibre switching, considering whole fibre capacity rather than the switching of individual wavelengths. Although whole fibre capacity could be switched by straightforward mechanical means, the focus will be on the switching of bands instead. The switching control is provided by electrical signal/signals.

The section will also address the principles of photonic switching rather than the construction principles of switching networks, which have been well described in many telephony-related publications, e.g. [30, 31].

Photonic fibre switches provide 1:1 (i.e. from one input to one output) functionality. Some switches support 1:n functionality, which can be used to realise multicast. In comparison to the electronic version, photonic multicasting has very low power consumption and no delay and jitter, even for broadband streams (e.g. multimedia).

Based on a medium of light control it is possible to distinguish between free-space and solid-state devices.

In free-space devices, the light is focused from the input fibre, deflected by a micro-mirror (typically several times) and finally launched into the output fibre. The Micro-Electro-Mechanical Systems (MEMS) technology is mature and can produce switch matrices with up to hundreds of input and output ports (128x128 or 256x256), low insertion loss (IL), very low cross talk, low power consumption, millisecond switching speed, and broadband operation (O to L band) [34, 35]. The mirrors can typically be controlled electro-magnetically, electro-statically or by piezoelectric actuators [36].

Free-space devices with a high number of ports have switching matrices (composed from micro-mirrors) formed on substrate using the standard semiconductor planar process. For simple switching networks that comprise simpler devices, 1xn ports down to 1x2 ports are used.

In addition to the above-mentioned advances, MEMS switches can also allow latching (i.e. during power off, the switch stays in the last position). However, devices based on MEMS technology are sensitive to mechanical stress and vibrations due to their micro-mechanical nature.

Solid-state switches are typically presented by switching networks composed of simpler switching elements. These are typically represented by controllable “Y” 1x2 branches or “X” 2x2 crossbars. The photonic switching is achieved through electrical control of some photonic property [1], for example:

· Dielectric constant and refraction index – change in the propagation constant and phase.
· Birefringence – change in a polarisation state.
· Absorption – direct change of signal amplitude.
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Figure 2.16: Operational principle and example of 3D MEMS array [37]

To control these optical properties, heat, mechanical pressure or tension, electric current, electric field or magnetic field can be used. The best option is to use inteferometric-based switching components:

· The Lithium Niobate (LiNbO3) inteferometric switch provides the crossbar 2x2 function and is based on the principle of the Mach-Zehnder interferometer. The change of the refractive index is achieved in LiNbO3 by applying an electric field. This process is fast and nanosecond speeds are achieved. Matrices up to 8x8 are commercially available.

· Thermo-optic Silica (SiO2) on Silicon (Si) interferometric switches use the same principle as Mach-Zhender to provide the 2x2 crossbar function. Switching is achieved because of the thermal sensitivity of the refractive index. Due to the thermal nature of process switching, speeds are in the order of milliseconds. Matrices up to 32x32 are commercially available.
· The thermo-optic polymer on Silicon switches uses 1x2 Y branches or crossbars that are provided by polymer waveguides on Silicon substrate. Switching is achieved by a thermal change of the refractive index. As the refractive index of polymer is highly temperature-sensitive, all the switching networks need to be thermally stabilised. Switching speeds are the same as for Silica on Silicon devices. Matrices up to 16x16 are commercially available.
· Change of State of Polarisation (SoP) is also used to realise photonic switching. The 1x2 Y branch is realised by the element changing the state of polarisation followed by the polarisation beam splitter. Liquid crystals (which change the SoP of transmitted light based on electric field) or materials showing the Faraday effect (which change the SoP based on the applied magnetic field) are used as active elements. Switching speeds of milliseconds (with liquid crystals) or microseconds (with magnetic-sensitive materials) are achieved.
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Figure 2.17: Faraday effect – polarisation state change in magnetic field

The traditional approach uses SOA gates in the broadcast-and-select architecture (Figure 2.18). The basic crossbars (e.g. 2x2 or 3x3) are commercially available. They can offer a very high extinction ratio but scalability is a problem. With a high number of inputs/outputs it is difficult to compensate splitting losses, despite the optical gain of SOA.

Some research teams have targeted these drawbacks and proposed an array consisting of active (no losses) semiconductor-based directional couplers with a high extinction ratio. For more details, see [33].

SOA and derived solutions suffer from speed limits and non-linearities, e.g. cross-gain modulation.


[image: image27]
Figure 2.18: Example of 2x2 crossbar based on SOA gates.

Many other materials have been experimentally used for photonic switching [1], for example: organic polymers, liquid micro bubbles, and holograms inside crystals, but they are not widespread or commercially available.

2.4 Optical Add/Drop Multiplexers
This section addresses the adding or dropping of wavelength channels (sometimes called lambdas) in Wavelength Division Multiplex (WDM) systems. WDM systems were developed to allow transmission capacity to be multiplied through the use of shared resources. WDM devices, like optical amplifiers and chromatic dispersion compensators, process multiple lambda channels simultaneously. Sub-section 2.4.1 VMUX, ROADM and WSS deals with devices for automated lambda processing: lambda multiplexing together with equalisation (VMUX), adding or dropping (ROADM) and lambda routing (WSS). Sub-section 2.4.2 Fixed Filters deals with simple optical filter devices offering the static capability of lambda channel adding/dropping. Sub-section 2.4.3 addresses tunable filters, while Sub-sections 2.4.4 and 2.4.5 deal with Photonic Integrated Circuits (PICs) and Optical-to-Electrical-to-Optical (OEO) conversion respectively.
2.4.1 VMUX, ROADM and WSS

The Variable Multiplexer (VMUX), Reconfigurable Optical Add/Drop Multiplexer (ROADM) and Wavelength Selective Switch (WSS) are wavelength-sensitive devices for automated lambda processing, which are able to control particular wavelength channels. These devices are typically deployed in wavelength division multiplexing (WDM) systems.
· VMUXes provide lambda multiplexing together with equalisation. They typically have multiple arbitrary inputs and one composite output. They are used at terminals for signal equalisation and binding or un-binding.

· ROADMs provide adding or dropping of wavelength channels. They generally offer the same number of composite input and output network interfaces. The number of network interfaces determines the degree of ROADM. Tributary wavelength channels can be added or dropped through the group of ADD inputs or DROP outputs respectively. The typical configuration contains one group of ADD inputs and one group of DROP outputs.

· WSSs provide lambda routing. They are similar to ROADMs, but offer only network interfaces without ADD/DROP tributaries. ROADMs can be build from WSS blocks.
Multiplexed channels come in and go out through composite inputs and outputs on the device. One composite input/output pair is called a network interface, to which the end of a fibre line is typically connected. Multiplexed channels received from the fibre line are connected to the composite input. In the opposite direction, multiplexed channels are transmitted to the fibre line from the composite output.

2.4.1.1 Variable Multiplexer

The Variable Multiplexer (VMUX) is a device that performs arbitrary signal equalisation and multiplexing before launching the signal into the transmission system. Signals must correspond to the wavelength grid of the VMUX device. Alternatively, it can be used to condition particular signals that are escaping the transmission system.
In principle, the VMUX consists of an attenuator array (the number of attenuators is equal to the number of input channels), optional taps and photodiode array for monitoring the powers of particular channels, and a multiplexer (see Figure 2.19).
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Figure 2.19: Variable multiplexer with power monitoring

VMUX devices can be produced in many different ways. The simplest way, with no integration, is a fusing of variable attenuators, which can be based on many different principles, with the thermally stabilised multiplexer using the Arrayed Waveguide Grating (AWG) technology. This approach leads to a bulky device, and is thus used for small channel counts. In these cases, the AWG-based multiplexer is sometimes replaced by the Thin-Film-Filter-based multiplexer.

More advances bring hybrid or monolithic integration, where the device is situated in a single Planar Lightwave Circuit (PLC) chip. Compared with the discrete VMUX device, the integrated device shows worse crosstalk characteristics and low yield, due to AWG structures (for more details see e.g. [46]).

The basic characteristics of VMUX devices are:

· Channel plan and centre wavelength accuracy.
· Bandwith.
· Insertion Loss (IL) (at 0 attenuation).
· Polarisation-, Wavelength- and Temperature-Dependent Loss (PDL, WDL, TDL).
· Adjacent-, non-adjacent- and total-channel isolation.

· Chromatic Dispersion (CD).
· Polarisation Mode Dispersion (PMD).
· Response time.
2.4.1.2 Reconfigurable Optical Add/Drop Multiplexer (ROADM)
The ROADM device performs the following tasks:
· Addition of arbitrary signals into WDM.

· Dropping of arbitrary signals from WDM.

· Equalisation of added and pass-through channels.
Signals must correspond to the wavelength grid of the ROADM device.

The ROADM typically offers the same number of composite inputs and outputs. Tributary wavelength channels can be added or dropped through the group of ADD inputs or DROP outputs respectively. Wavelength channels can be equalised before they are sent to an output. The typical configuration contains one group of ADD inputs and one group of DROP outputs for each composite pair. The number of composite input/output pairs equals the number of network interfaces and determines the degree of ROADM.

Figure 2.20 shows a conventional two-degree ROADM. Rx denotes a composite input; Tx denotes a composite output.
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Figure 2.20: Reconfigurable Optical ADD/DROP Multiplexer

Like VMUX devices, ROADM devices can be produced in many different ways. As for the VMUX device, the most popular approach is the integration of AWGs (typically thermally stabilised), an array of 2-to-1 switches and an array of variable attenuators. Vendors typically place the array of switches close to the composite output. The schematic of this solution is shown in Figure 2.21 (only one direction is shown). After the composite input, the composite signal is split. One part of the signal goes to the demultiplexer, where DROP signals are created. The second part goes to the other demultiplexer, where PASS signals are created. The disadvantage of this solution is the security type. The DROP ports contain also signals, which should pass only.

The ROADM can also be constructed using the wavelength blocker. This has the following architecture:
The input signal is split. One part goes to the DROP demultiplexer, the second part passes through the wavelength blocker (where particular lambdas can be blocked or equalised). Before leaving the ROADM, ADD signals are added through the coupler from the multiplexer. The drawback of this solution is the use of the complicated wavelength blocker component and the high insertion loss.

For low channel counts, the cascade of 3-port electronically tunable filters has also been proposed.
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Figure 2.21: Typical internal structure of 2-degree ROADM, one direction

The basic characteristics of ROADM devices are very similar to those of VMUXes, with the exception of insertion losses (ILs). For the ROADM the following ILs are typically given:
· From the composite input to DROP outputs.

· From the composite input to the composite output (pass).

· From ADD inputs to the composite output.

When the ADD ports and DROP ports of the ROADM are not dedicated to a single direction, so that signals can be routed to/from any direction, the ROADM is called directionless. Any added wavelength channel can be added to any composite output, and any dropped wavelength channel can be dropped from any composite input.
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Figure 2.22: Directionless ROADM

The ROADMs have tributary ports that are dedicated to specified channels. This means that only specified wavelength channels can pass through the agreed tributary port. Where this restriction is not necessary, ROADMs are called colourless. Any wavelength channel can be brought through any tributary port and is correctly added or dropped respectively (see Section 2.4.3).

In practice, modern multi-degree, directionless and colourless ROADMs are built using more WSSs and other components.

2.4.1.3 Wavelength Selective Switch

The Wavelength Selective Switch (WSS) is similar to the ROADM, but offers only composite ports without ADD/DROP tributaries. Lambdas from composite inputs can be switched to arbitrary composite outputs (see Figure 2.23 for the operational principle).
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Figure 2.23: Wavelength Selective Switch [47].

The simple configuration (with one input and two or three outputs) can be achieved with the integration of components (muxes/demuxes, switches) (see Figure 2.24). However, the number of components increases significantly with the number of outputs.
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Figure 2.24: Wavelength Selective Switch with integrated components
The construction of WSSs using wavelength blockers (together with splitters and couplers) has also been proposed. However,, as for ROADMs, its high insertion loss is a drawback.

Devices with higher port counts (e.g. 1x9) typically comprise a diffraction-grating-based free-space optics platform and an arrayed switch engine (see Figure 2.25). Signals pass through the concentrator array. Each is treated by the front-end optics components (e.g. to magnification, collimation) before entering the dispersive element. There, signals are demultiplexed to separate wavelengths. The individual wavelengths are then directed into the switch engine.
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Figure 2.25: Wavelength Selective Switch – operational principle [48]

The following technologies are typically used to implement the switch engine (see Figure 2.26 for principles):

· Binary Liquid Crystal (LC)

Consists of consecutive layers of LC cells and polarisation-splitting elements. Each layer can perform binary 1x2 switching. For example, for 1x8 switching three layers are necessary.

· Liquid Crystal on Silicon (LCoS)

Uses the 2D array of phase-controlled pixels. The beam steering is achieved through linear phase retardation.

· 2D MEMS mirror array – Digital Light Processing (DLP)

Uses the 2D array of reflexive micro-mirrors to achieve the beam steering. The current implementations typically offer only two possible mirror angles.

· 1D MEMS mirror array

Uses the 1D array of planar-reflective elements, but each is capable of continuous angular tilting on both axes. Each mirror element is dedicated to one lambda.

For a more detailed comparison of different switch engine technologies, see [47].
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Figure 2.26: Wavelength Selective Switch – switch engine operational principles [47]
The first (current) generation of WSS devices works over the fixed channel plan, with the lambda grid fixed typically to 50 GHz or 100 GHz. In the future, when the transmission of ultra fast signals (400 Gb/s or 1 Tb/s per wavelength) and effective use of spectra become necessary, the next generation of WSS will have to offer non-fixed lambda switching (in terms of bandwidth) and dynamic routing of spectra parts.

2.4.2 Fixed Filters

Optical filters are devices which change the spectral distribution of energy (light) that passes through them. Just like electrical filters, their purpose is to pass or reject narrow frequency bands.

Fixed filters are a type of optical filter. They are simple devices that, in addition to filtering, offer the static capability of lambda channel adding/dropping. Fixed filters provide a fixed wavelength designed for specific applications. However, the wavelength is not necessarily stable in all conditions (e.g. thermal dependence), which is considered a drawback.

The effect of a filter on incoming light can be based on absorption and/or reflection. According to the operational principle, a distinction is made between absorption and interference filters. The basic parameters of filters are as follows (see [49] for more detail):

· Centre and peak wavelength.

· Insertion loss.

· Passband – the bandwidth at 1dB attenuation increase.

· FWHM (Full Width at Half Maximum) – the bandwidth at 50% attenuation.

· 20 dB bandwidth – the filter bandwidth at 20 dB attenuation increase.

· Bandwidth difference = 20 dB bandwidth – 1 dB bandwidth; it determines the steepness of filter.
· Slope – the slope of the rising and declining edge of attenuation.
The filter can be based on many different operational principles. [50] lists basic filter types that are used in optical transmissions. The filters deployed most frequently in transmission systems are Dielectric Thin Film (DTF), Bragg grating, especially Fibre Bragg Grating (FBG), Arrayed Waveguide Grating (AWG), Mach-Zehnder (MZ), birefringence, absorption and acousto-optic. Each of these is described below.
2.4.2.1 Dielectric Thin Film (DTF) Filters

Dielectric Thin Film (DTF) interference devices consist of alternating layers of materials with high and low refractive indices. Each layer is thick (λ/4). Figure 2.27 shows high refractive index layers in grey (e.g. made from Germanium (Ge), Silicon (Si), Tantalum oxide (Ta2O)) and low refractive index in blue (e.g. GeF3, SiO, SiO2). In a typical setup a high number of layers is used, from 50 to 200.


[image: image36]
Figure 2.27: Thin-film-filter-based device

DTFs excel with low IL for both transmitted and reflected signals, low inter-channel crosstalk and low channel spacing down to 50 GHz. The thermal stability is good, with a thermal drift of approximately 0.002 nm/ C [50].

DTFs are typically manufactured as 3-port devices with input, transmitted-channel and reflected-signal ports. Simple mux or demux can be constructed by fusing these into a chain. The drawback of this solution is that IL and other impairments in the chain gradually increase (see [51] for a discussion of the mux/demux device using single TF).

2.4.2.2 Fibre Bragg Gratings (FBGs)
Fibre Bragg Gratings (FBGs) are based on the principle of the Bragg resonator, which consists of many weak reflectors or, alternatively, can be created by the periodic variation in reflectivity. In the case of FBG, the resonator is created by changes in the refraction index of the core. These changes are typically made by exposing the fibre core to intensive UV light, or by implementing an ion beam into the core. For a description of different refractive index changes, see [52]. Bragg Gratings (BGs) can be also made in monolithic Indium Phosphide (InP) substrate and thus easily integrated [50].

FBGs can be used in many different applications, as narrow bandpass filters, band-rejection filters or as gain-flattening filters. Figure 2.28 shows a lambda pass/reject filter.

λ1+ λ2+ λ3+…
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Figure 2.28: Fibre Bragg Grating-based filter

Gratings where the pitch between refractive index changes is not fixed but variable are called chirped. They perform different delays for different wavelengths, and are thus suitable for CD compensation.

FBGs excel in low IL, low PMD and low PDL. Thermal stability is a potential drawback, since matter is affected by the heat and expands. However, the vendors have solved this.

2.4.2.3 Arrayed Waveguide Grating (AWG) Filters

The operational principle of Arrayed Waveguide Gratings (AWGs) is based on Mach-Zehnder interferometry. If the coherent light (containing at least two wavelengths) is split into two similar beams and the phase of each beam can be altered in a defined way, then recombined beams will interfere (see Figure 2.29). Because of the interference, minima or maxima for each wavelength are created. Thus a mix of wavelengths is separated to components.


[image: image38]
Figure 2.29: Mach-Zehnder interferometer-based filter

In AWGs the input beam is split into n equal parts (where n equals the number of output wavelength channels). Each part propagates with a different delay. The propagation can be realised in many different ways, in planar waveguides, crystals or free space (see Figure 2.30). Typically, planar AWGs are made by the deposition of silica onto the silicon substrate, or in InP technology, thus allowing monolithic integration. Low-cost devices are also made from polymers, but due to their high thermo-optic and thermal-expansion coefficients, they need thermal stabilisation.
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Figure 2.30: AWG-based device, planar and bulk configurations [53]

AWGs excel in low loss, low crosstalk (typically -35 dB) and good integratability, and can cover the broad range of wavelengths (e.g. C and L bands). However, they show polarisation and thermal dependency.

Typical commercial planar devices are made athermal (without thermal stabilisation) for 100 GHz or 200 GHz grids; thermally stabilised they can go down to 50 GHz. Commercially available bulk devices can go down to 12,5 GHz. Channel profiles are typically Gaussians, but some vendors also offer flat-top devices.

AWGs can also be made cyclic. The cyclic AWG 8 skip 0 device, for example, routes the channels 1, 9, 17, . . . to output 1, while channels 2, 10, 18, . . . are routed to output 2, and so on [54].


[image: image40]
Figure 2.31: Dual stage DWDM MUX/DEMUX built from cyclic 4 skip 0 AWGs

Figure 2.31 shows the construction of the dual stage DWDM multiplexer, using cyclic 4 skip 0 AWGs. The first stage is created by the band filter separating 4ths of channels (green box). The second stage is created by exactly the same 4 skip 0 cyclic AWGs (yellow boxes). Users of this solution do not need to start with a full configuration of multiplexers. Instead they start with a band filter and, as they need additional channels, they gradually install cyclic AWGs, which are of the same type.
2.4.2.4 Fixed Filters Summary Comparison

Table 2.7 presents a summary comparison of the basic parameters of the most used types of fixed filter.
	Filter Technology
	Usable for Grid
	Passband Attenuation
	Crosstalk Level
	Thermal Stability

	DTF
	>= 50 GHz
	< 1 dB
	<-28 dB
	<0.002 nm/°C

	FBG
	>= 25 GHz
	< 1 dB
	<-25 dB
	< 0.001 nm/°C *

	AWG
	>= 12.5 GHz
	0.2 dB/channel
	<-35 dB
	< 0.001 nm/°C *


Table 2.7: Comparison of fixed filter types
2.4.3 Tunable Filters

The basic parameters of tunable filters are similar to those of fixed filters. Tunable filters should offer the following features:

· Wide tuning range.
· Fast tuning.
· Flat passband.
· Insensitivity to ambient temperature or mechanical interferences.
Fabry-Perot filters can be tuned by changing the distance of semi-mirrors. This is typically done mechanically, manually (e.g. with a micrometric screw) or automatically, using the micropositioner (e.g. motorised or piezoelectric). Changing the effective distance between semi-mirrors can also be achieved by controlling the refractive index of the dielectric medium in between, for example, by controlling the voltage of suitable liquid crystals.

For DTF, wavelength tuning is achieved by varying the incident angle of the incoming light beam on the TF structure. This is typically done mechanically.

FBGs can be tuned by changing the pitch; this can be done mechanically, by changing the fibre tension, or thermally.

MZI filters can, of course, be tuned by the ΔL change. In free-space MZI filters it can be realised mechanically; in waveguide filters it can be realised thermally, via a refractive index change. Very fast tuning can be achieved using the refractive index sensitivity of Lithium Niobate (LiNbO3) to the electric field.

Commercially, tunable AWG devices are available with a mechanically (manually or motorised) tunable wavelength grid and first-channel position.

Mechanical tuning is the slowest (tens of ms) but it can offer broad tuning ranges of up to 500 nm [50]. In the middle are thermal tuning and the use of liquid crystals. These can offer tuning times in the order of milliseconds. The fastest speed (in the order of nanoseconds) is offered by LiNbO3 filters.

2.4.4 Photonic Integrated Circuits (PICs)
Integrated optoelectronic devices are typically based on Photonic Integrated Circuits (PICs) and Planar Lightwave Circuits (PLC) [55]. The integration of optical components can be divided into three major groups [56]:

· Module lntegration
The basic integration type, where discrete optical and electrical components form a compact module.
· Package Integration
Embeds multiple optical and electrical devices in one package, reducing the footprint and improving the overall consolidation.
· Monolithic Integration
Offers the highest level of integration.
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Table 2.8: Types of photonic integration [56]

As can be seen in Table 2.8, monolithic integration provides many advantages. Because complete integration does not suffer from coupling losses, fewer light sources or optical amplifiers are required to provide sufficient output power. Monolithic PICs are reliable due to packaging and optical/electrical connection consolidation. This type of integration also offers maximum reduction in the space and power consumption of the device.

The important issue in the PIC’s design is the substrate material. Selection of the material for modern optical components is driven by performance excellence rather than by integration feasibility. Various optical components use many materials like Gallium Arsenide, Lithium Niobate, Silicon, Silica-on-Silicon or Indium Phosphide. Gallium Arsenide has the direct bandgap that applies to the construction of light sources, but its use is limited to the wavelengths of the first telecommunication window only. It is not practical to use Lithium Niobate as the gain material. Although Silicon-based integration technology is mature, it suffers from Silicon’s indirect bandgap; Silicon is therefore used for the large-scale integration of passive optical devices such as arrayed waveguide gratings. Indium Phosphide (InP) allows the integration of both active and passive optical components on telecommunication wavelengths, and thus became a potential successor to Silicon in photonics integration.

The integration processes for InP are epitaxy, lithography and etching. An example of PIC is the Electro-absorption Modulator Laser (EML), a single-wavelength distributed feedback (DFB) laser integrated with a 10 Gbps electro-absorption modulator and an Intrinsic P-N junction (PIN) power-monitor diode [57] In 2004, Infinera introduced a WDM system on a chip, which consists of two PICs (see Figure 2.32). The first PIC integrates ten 10 Gbps transmitters, detectors, multiplexers and attenuators to form a 100 Gbps DWDM system. The second PIC integrates a demultiplexer and 10 detectors.
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Figure 2.32: Infinera 100 Gbps DWDM system

More recently, Luxtera produced the Silicon monolithic electro-photonic integrated circuit. Luxtera also cooperate with Freescale on the manufacturing process to enable the next generation of networking and computing [58].

2.4.5 Optical-to-Electrical-to-Optical (OEO)
Optical-to-Electrical-to-Optical (OEO) determines the property of the transmission node. The basic idea behind OEO nodes is the detection of optical transmission, followed by signal correction and control in the electrical domain, before the enhanced signal is retransmitted.

Electrical transmission systems have mastered many transmission-supportive functions like signal regeneration, error correction, sub-lambda add and drop, protection, grooming and switching, multiplexing and performance monitoring. The cost of performance enhancement is much higher in the optical domain than in the electrical domain (see Figure 2.33). Forward Error Correction (FEC) can enhance the signal-to-noise ratio by 8 dB, while  Electronic Dispersion Compensation (EDC) compensates a few thousand ps/nm (e.g. 2000) of chromatic dispersion in the post-compensation scheme only. EDC pre-compensation allows CD compensation of up to 34000 ps/nm. Both functions can be realised in the electrical domain for a fraction of the cost of the optical equivalent.
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Figure 2.33: Difference in relative cost of performance enhancement between optical and electrical approaches [56]

OEOs became more compelling with the advent of PICs, which offer low price, excellent reliability and a compact design. PICs were pioneered by Infinera, who offer compact PICs for every transmission node (see Figure 2.34).
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Figure 2.34: Infinera proposes digital nodes using OEO [56]

Although the OEO approach offers many functions, digital signal processing introduces additional delay at every node. This may result in large lag times for WAN transmission lines. Another disadvantage is that signals that are just bypassing the node (i.e. are not processed) are delayed by detection and retransmission. Moreover, the OEO node has to be transparent to various modulation formats. This fact will increase requirements on the hardware and might become an issue if several signals with different modulation formats pass the OEO node.

An additional drawback of OEO is its per-lambda nature, which can be significant in current systems with hundreds of lambdas. This is also related to the considerable growth in power consumption that results from increasing the processing speed and number of lambdas.

2.5 Transponders

Transponders can be seen as the gateway to DWDM. One of the generic functions of transponders is to convert undefined wavelengths to defined, well-controlled wavelengths that can be carried in the DWDM layer. Apart from the basic function of wavelength transponding, the transponder also acts as a buffer between the client layer and the DWDM layer. Using transponders, the transmission performance of the client system does not impact the DWDM performance. The client signal type and bit rate can thus be changed without affecting the DWDM transmission performance. If no transponders are used, the transmission performance of the DWDM link is therefore also defined by the client equipment, not just by the DWDM equipment.
Transponders are the main transmitting and receiving devices for optical transmission systems. They decide how much data can be transmitted in the whole system. They amplify and retransmit a client-side signal to the proper wavelength (channel). They are used to convert optical and electrical signals, for serialisation and de-serialisation (multiplexing and de-multiplexing with TDM division), and for monitoring and control. Often, transponders are used to test interoperability and compatibility. Typical tests and measurements include jitter performance, receiver sensitivity as a function of bit error rate (BER) and transmission performance based on path penalty. Some fibre optic transponders are also used to perform transmitter eye measurements.
With the evolution of optical transmission systems, increasing passed bandwidth and functionality are expanding the technical capabilities of transponders. Current implemented transponders provide error correction and partial dispersion compensation functionality. Used in the middle of an optical line, they also perform a Reamplifying, Reshaping, Retiming (3R) regeneration role.

The main technical parameters for describing transponders are:

· Line bandwidth.
· Optical signal coding format.
· Frame format.
· Threshold values (e.g. OSNR level, laser-power level and receiver-input range).
· CD and PMD dispersion tolerance.
· Wavelength spectrum.
· Maximum reach.
Transponder functionality offers:

· Tunable or fixed state.
· Error correction.
· Card-parameter monitoring.
· In some cases (On-board) dispersion compensation.
2.5.1 40 G and 100+ G
40 G and 100+ G transponder technology can be examined best by contrasting it with 10 G transmissions.

40 G and 100 G technologies are currently at the R&D stage with tests and first deployments being carried out. Finalising the standardisation is likely to increase development of those technology approaches dramatically.

Transponders are the boundary elements between local and line-side networks. IEEE and ITU are both creating standards to define their interfaces:
· Local side: At the current stage of IEEE 802.3 Higher Speed Study Group (HSSG) work, the two Media Access Control (MAC) rates 40 GbE and 100 GbE have been approved without changes to the 802.3 Ethernet frame and with Optical Transport Network (OTN) support.

· Line side: ITU SG15 is engaged in investigating rates of >40 Gbps and has approved the extension of G.709 OTN to OTU4 (proposals at 112 Gbps and 130 Gbps).

Figure 2.35 shows the current standardisation process roadmap.
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Figure 2.35: Standardisation roadmap

2.5.2 Regeneration Techniques for Transponders

Usually, optical regeneration is used to increase the length of the data path, and, as a result, to negotiate the technology-specific critical transmission parameters for very long paths (e.g. the length of the fibre, the power of the laser, etc.). High-rate transmission systems call for high-speed, reamplyfying, reshaping and retiming (3R) regeneration, which itself is responsible for bringing the optical signal back to a more readable form (after it has been impaired due to a variety of causes). This could be a persuasive argument for eliminating the electrical domain and transferring full responsibility for regeneration to the optical domain. ”All-optical” logic could significantly improve many factors for the final device, e.g. reduce power and size. However, for high data rates (and, therefore, accessible transponders), the established OEO method is used most frequently. Until significant new technology emerges, established methods will remain the most popular (even for 40 G / 100 G technology).

Several regeneration types (back-to-back, uni-directional and bi-directional) are used to carry out complex transformations: optical-to-electrical signal conversion (with the same bit rate), electrical regeneration, and conversion to the optical domain (with the same modulation and bit rate). This is done on a per-channel basis (for both CWDM and DWDM).
The basic principle of transponder regeneration is the same for all regeneration types. One part of the transponder logic circuit, derived from a local- or client-domain interface and known as a module, acts as a network receiver, while another part of the same type, the transmitter, is responsible for outgoing data flow.

· Back-to-Back (BTB) regeneration

In this type, two modules (one channel each) are connected back-to-back on the local interfaces. The signal path goes through the receiver’s network-receive interface and the local transmitter interface to the local receiver and then to the network transmitter (and vice versa). Only two transponders can be arranged in this process, and each one should support error-correction forwarding. The use of complete transponder logic enables the monitoring of supported network layers.
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Figure 2.36: Back-to-back regeneration
· Uni-directional Regeneration (UR)

UR does not use the local part of the module. The incoming optical signal on the network receiver is converted to electrical form, regenerated and pumped back to the optical transmitter. This is a generic form of data path, but there are two types of UR to consider:

· Single-module regeneration can use a module that is equipped with two inter-connected network interfaces (dual channel).
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Figure 2.37: Single-module regeneration
· Dual-module regeneration uses two modules, each equipped with a single-network interface. This scheme assumes that for one optical channel regeneration a single network interface is arranged.
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Figure 2.38: Dual-module regeneration
· Bi-directional Regeneration (BR)

Bi-directional regeneration takes place when one optical channel is regenerated by two interfaces that are connected in opposite directions (the first interface receives the signal, the second interface is responsible for the outgoing transmission). Two construction methods are possible:

· A network-to-network interface consists of one module with two network interfaces. The transmitter of each interface works on the signal of the other. 
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Figure 2.39: Network-to-network regeneration
· A network-to-local interface uses two different interfaces, local and network. Again, the two different interfaces work in opposite directions, but in both areas (local and network).

2.5.3 Forward Error Correction (FEC) in Transponders

During bit-stream transmission over any link established between two points, errors can occur. This problem also affects high speed (40 G / 100 G) optical links. It is acknowledged that optical lightpaths are not an ideal medium, and improving them involves addressing a number of factors (e.g. dispersion, EDFA noise, non-linear effects and crosstalk). Since the beginning of data transmission, the addition of redundant information to achieve identical streams on both sides (input and output) has been common practice. In simple terms, by considering the data stream as a polynomial (an approach well known from another correction mechanism, Cyclic Redundancy Checks (CRC)), it is possible to derive the original stream from the faultily received one, using additional data generated specifically for this purpose.

Sometimes, the controlled iteration of the resending process is not acceptable, as it is too costly for the telecommunications area. Where this is the case, FEC codes provide a solution for improving the reliability of digital transmissions. An FEC implementation has the following benefits:

· A measurable reduction of used bandwidth.

· Decreased production costs and complexity through closing the distance between signal and noise (by allowing bit-stream flows in more noisy environments, which is also crucial for the cost/bit/km ratio).
FEC has been used in telecommunications for a long time. ITU-T G.709 includes an FEC definition that is based on the Reed-Solomon code, where for every 239 data bytes an additional paragraph (16 bytes in length) occurs, just for error correction [59]. That results in BER change, from 10E-3 to 10E-17. The ITU standard also defines the FEC gain at a 6 dB coding level (the difference between a coded and uncoded level), which derives the outgoing signal provided to optical components (depending on receiver type).

Current high-speed networks rely on Forward Error Correction, and its benefits indicate that it will play an important part in future work.

An investigation of accessible transponder capabilities shows that Enhanced FEC (EFEC) often replaces the previously mentioned ITU methods. EFEC can lead to higher coding gain, but it is not covered by any standard and should therefore be seen as a vendor-specific form of error correction.

From the client point of view, it is of interest that IEEE formed the Higher Speed Study Group (HSSG) in 2006 to study market needs and define standards for the 100 GbE interface protocol, which was included with a 40 Gbps rate in 2007 (in response to an additional proposal). Both the 40 G and the 100 G interface models have an optional layer dedicated to FEC correction. This will result in proprietary FEC methods developed by vendors (to be specific, proprietary enhanced FEC methods, because the approach will always be closely connected to the base solution). Whatever the method, it should use all the benefits of FEC correction. FEC processing takes place in the electrical domain, so the Field-Programmable Gate Array (FPGA) market will play a vital role in evaluating standards and prototyping. Common trends of growing bandwidth usage have pushed producers to design fast, programmable ICs that are able to transmit 100 G combined from 10 Gbps paths, to optical Serialiser/Deserialiser (SERDES) devices. This deals not only with the FEC layer, but with the entire logic of the complete 40 G / 100 G interface.

2.5.4 Signal Coding

The key element of each transponder is the transmit-receive module. Its transmission capabilities are determined by the type of modulation used. Moreover, the module structure needs to be economically acceptable and technically feasible. Currently, the 40 G and 100+ G solutions offer a compromise between what’s technically feasible and what’s economically acceptable. New signal coding is built upon several basic modulation methods. For details of the 40 G and 100+ G signal-coding solutions, see 40 G Technology Review on page 67 and 100+ G Technology Review on page 70. 

Four basic signal characteristics can be used to produce a modulation:

· Amplitude on/off keying (OOK).
· Non-return-to-zero (NRZ).
· Return-to-zero (RZ).
· Carrier-suppressed-RZ (CS-RZ).
· Single-sideband RZ (SSB-RZ).
· Phase-shift keying (PSK).
· Frequency-shift keying (FSK).
· Polarisation-shift keying (PoSK).
A robust modulation format is required to ensure limited linear and non-linear network impairments. The right modulation format with a narrow optical spectrum may favour DWDM transmission with narrow channel spacing and tolerate more CD distortion.

Additionally, suitable signals with constant optical power may be less susceptible to non-linear effects such as Self-Phase Modulation (SPM) and Cross-Phase Modulation (XPM).

2.5.4.1 NRZ-OOK Modulation Format

Figure 2.40 illustrates the phase and waveform of a bit-stream transmission based on the NRZ modulation format. NRZ is typically based on on/off keying (OOK) modulation, in which the signal is intensity-modulated. If the laser signal is on during the timeslot, a 1 bit is produced, whereas if the laser intensity is turned off, a 0 bit is produced.

The NRZ modulation format, used for 40 G transmission, provides a relatively wide pulse in the time domain with a corresponding narrow spectrum (see Figure 2.41). On the frequency side, the width of the spectrum is not that wide (~60 GHz, FW90%M), but it’s not narrow enough to support DWDM channel spacing narrower than 200 GHz. Nonetheless, the wide NRZ pulse does not favour very-high-speed transmission and encourages phase-temporal variation inside the pulse, and, consequently, CD impairment. The NRZ 40 Gbit/s spectral width and pulse width are not suitable for supporting very dense WDM transmissions with robust CD tolerance, especially when it comes to residual chromatic dispersion in an amplified system with dispersion compensation.

Impairment-free 40 Gbit/s transmission typically requires a shorter pulse width with sufficient OSNR but also a narrower spectrum to accommodate DWDM transmission with narrow channel spacing. These requirements are obviously idealistic; and, in the real world, compromises must be found and accepted. Consequently, NRZ may not be the best for very-high-bit-rate transmission (i.e. higher than 40 G), and it is even less suitable for a DWDM scheme. On that basis, other modulation formats must be considered in order to transmit CD-robust 40 Gbit/s transmissions.

[image: image50.emf]
Figure 2.40: Example of NRZ format transmission

[image: image51.emf]
Figure 2.41: Example of a 40 Gbit/s NRZ transmission spectrum

2.5.4.2 RZ-OOK Modulation Format

Figure 2.42 suggests that RZ modulation would be preferred to NRZ because the RZ bits take less time in their timeslots and, therefore, improve the receiver sensitivity. The RZ optical signal is more tolerant to non-linear effects than the NRZ signal. This characteristic of the RZ format makes the pulse width of the 1 bit narrower, allowing more margin for pulse broadening and, in turn, better CD tolerance, especially when it comes to residual chromatic dispersion in an amplified system with dispersion compensation.
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Figure 2.42: Bit stream generated with NRZ and RZ modulation formats

However, the disadvantage is that lower duty cycles mean a wider spectrum with less energy per pulse for RZ than for NRZ in their respective spectra (see Figure 2.43), thus increasing the OSNR-related penalty. Increasing peak power is not really a solution due to the increased risk of generating non-linear effects while restricting DWDM transmission with narrow channel spacing. Normal RZ is therefore not an ideal solution for 40 Gbit/s transport.

[image: image53.emf]
Figure 2.43: Difference in spectra between narrower NRZ and wider RZ modulation formats

2.5.4.3 PSK Modulation Format

A potential solution for a more efficient and tolerant modulation format is to use the phase of the wave transporting the information signal together with its amplitude. This approach is called phase-shift keying (PSK). Changing the polarity of the modulator voltage changes the phase response of the wave from 0 to π (see Figure 2.44).

A phase-shift of 180° is chosen for convenience and simplicity. Bit 1 is transmitted by shifting the phase of the carrier by 180° (π phase-shift) relative to the previous carrier phase, whereas 0 bit is transmitted by a 0 phase-shift relative to the phase in the preceding signalling interval. In PSK, the state of each bit is determined according to the state of the preceding bit. If a 0 bit precedes a 0 bit, there is no change in the phase (0 or no phase-shift) of either bit. The same applies to the two following 1 bits. However, if a 1 bit follows a 0 bit, there is a phase-shift of 180° (π phase-shift) relative to the previous carrier phase. The same applies if a 0 bit follows a 1 bit.

[image: image54.emf]
Figure 2.44: Phase-shift of a wave from 0 to π
[image: image55.emf]
Figure 2.45: Phase-shift keying applied to NRZ bit stream [153]
If the phase of the wave does not change, then the signal state stays the same (0 or 1). If the phase of the wave changes by 180 degrees (that is, if the phase reverses), then the signal state changes (from 0 to 1, or from 1 to 0).

Figure 2.45 illustrates the phase-change process for an NRZ bit stream, compared to no phase-shift (0 phase) in OOK NRZ transmission. As shown above, even if the modulator registers a phase-change in the wave during the 0-bit timeslots, no bit encounters the same phase-shift one after the other. Furthermore, the process does not affect the pulse amplitude as the laser is maintained at all times, increasing the average power by +3 dB. Controlling the phase of the wave positively influences CD as it is also a phase-related phenomenon. The technique can also be used with RZ duty-cycle formats with less impact on peak power increase to keep the same energy in the pulse and maintain the original OSNR while keeping control of the peak power so as to avoid non-linear effects.

2.5.4.4 Variation in the Phase-Shift Keying Modulation Technique: NRZ-DPSK Modulation Format

A promising modulation format for 40 Gbit/s transmission is differential phase-shift keying (DPSK). In DPSK, a 1 bit is transmitted with a π phase-shift between consecutive 1,1 symbols. There is no phase-change for bit 0 between consecutive 0,0 symbols. More importantly, the transmitter is kept on even for 0 bits. Consequently, in this case, only the phase difference determines the value of the bit.

Figure 2.46 illustrates a DPSK bit stream. RZ-DPSK is a better format because of its narrower pulse and because it maintains the advantages of the NRZ-DPSK.

[image: image56.emf]
Figure 2.46: Differential phase-shift keying applied to an NRZ bit stream [153]
2.5.4.5 Variation in the Phase-Shift Keying Modulation Technique: Carrier-Suppressed RZ Modulation

In the CS-RZ modulation format, each timeslot experiences a phase-shift, reversing the phase of every other bit. This process suppresses the carrier frequency. The CS-RZ spectrum is illustrated in Figure 2.47, together with the RZ spectrum. When the carrier-frequency component is removed, the largest power component of the signal also disappears, improving the tolerance for non-linear effects. At the same time, the spectral width is slightly reduced compared to the RZ spectral width (see Figure 2.47). An increase in CD tolerance (compared to RZ) is also provided with CS-RZ. Another advantage is that the optimum value of dispersion compensation is kept approximately constant while increasing power, and thus simplifying the link design. While this modulation format is relatively easy and inexpensive to implement, its pulse spectrum widens and therefore still limits DWDM channel spacing. Implementing the technique on high-density or long-haul routes, therefore, is not readily possible.

[image: image57.emf]
Figure 2.47: Difference in spectra between narrower CS-RZ and wider RZ modulation formats

2.5.4.6 Variation in the Phase-Shift Keying Modulation Technique: Duo-Binary Modulation Format

Duo-binary Mach-Zehnder Modulator (MZM)-based modulation was initially suggested for improving tolerance to dispersion, as it helps narrow the bandwidth. In the duo-binary format, instead of constantly alternating the modulator polarity for phase-change, the phase-shift depends on what precedes a bit. For instance, if the number of 0 bits preceding a 1 bit is odd, the latter experiences a π phase-shift (relative pulse amplitude = -1), whereas if the number of preceding 0 bits is even, there is no phase-shift (0 phase, relative pulse amplitude = 1). A 0 bit is always coded when there is no light pulse, or when the pulse intensity is very low.

[image: image58.emf]
Figure 2.48: Comparison between OOK-NRZ and CS-RZ modulation formats [153]
This phase-change narrows the pulse spectral width and causes the dispersion of opposite-phase bits to destructively interfere, thus reducing the effect of CD (see Figure 2.49).

As a result, the modulator does not have to switch the phase back and forth as in PSK. This means that the pulse is less distorted, both in the time and frequency domains.

[image: image59.emf]
Figure 2.49: Phase-change in a duo-binary modulation format on an NRZ bit stream [153]
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Figure 2.50: Comparison between OOK NRZ and duo-binary transmission spectra

With a spectral width of ~30 GHz and both carrier and sidebands suppressed (see Figure 2.50), it has been shown that, at 40 Gbit/s, the duo-binary modulation format can support WDM channel spacing down to 50 GHz. It is clear from Figure 2.50 and Figure 2.51 that duo-binary format has a narrower spectrum than NRZ.

Furthermore, the duo-binary format has a much deeper noise level than NRZ, thus ensuring an improvement in OSNR as well.
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Figure 2.51: Comparison between various modulation schemes[153]
The different modulation schemes provide solutions to many network impairments. For system transmission up to 10 Gbps, intensity modulation (on-off keying) is a widely used modulation technique, since it involves easy modulation and easy detection.

Phase modulation is a well-known technique but it has not been used in optical communications. Detection is more difficult compared to on-off keying. Polarisation modulation is a relatively new technique but detection is difficult.

2.5.5 10 G Technology Review

Today, 10 G is an increasingly used and ubiquitous technology which meets the needs of WAN transmission systems. Transponders are available in a wide range of types and functionalities. 10 G transponders can support multiplexing low-speed local ports (e.g. ranging from 100 Mbps to 2,5 Gbps). 10 G transmission supports protocols like STM-64, OC-192, 10 GbE WAN and LAN, 10 G-FC for both local and network sides. Moreover, the line side uses OTU2 framing.

From a functional point of view, two different types of transponders can be highlighted: fully transparent transponders without FEC correction, and transponders supporting Optical Transport Hierarchy (OTH) and Optical Transport Unit (OTU)-compatible framing (on the line side) with a couple of FEC modes.
Vendors use both the bit error correction that is defined in the FEC standard, and proprietary solutions (EFEC, GFEC).

The most popular and efficient way of signal coding for 10 G transmission is NRZ (see Signal Coding on page 56).
The most important 10 G transponder parameter values commonly supported by vendors are:

· Laser power lower than +4 dBm. It cannot be higher due to non-linear effects. A typical value is between 0 dBm and +3,5 dBm.
· A typical receiver input range is between -22 dBm to -10 dBm. Generally, higher receiver sensitivity means lower acceptable OSNR.
· A typical OSNR level is about 12 dB, but some vendors producing cards match better with a 20 dB OSNR level.
· Typical CD tolerance is ±700 ps/nm. For more advanced receivers it is -1000…+3400 ps/nm.

· The NRZ format coding is used to determine the PMD tolerance at the level of 10 ps PMD (30 ps DGD) within 1 dB penalty.
· The maximum haul is dependent on the regeneration points count (approx. 7), hence a haul of over 2000 km.
· Fixed state and tunable cards are produced for 100 GHz, 50 GHz and 25 GHz ITU grids.
· No on-board dispersion compensation. Only line compensation is available (DCMs and circulators).
It seems that the cost of 10 G technology is still decreasing, which explains its growing popularity. Interfaces will support existing 1 G technology, especially in local and metro Ethernet solutions. As far as the backbone network is concerned, 10 G technology will gradually be replaced by 40 G and 100 G as the price of these decreases or the providers fill up their existing 10 G systems. Due to CAPEX limitations and CO2 concerns, there will be a technology shift towards 40 G and/or 100 G on existing DWDM ststems rather than new 10 G deployments on separate/parallel systems.
2.5.6 40 G Technology Review

In 2007, when 40 G transmission was introduced, it was regarded as a transition from 10 G to 100 G. The standardisation process for 40 G and 100 G is occurring simultaneously and will be completed at the same time. In contrast to 100 G, 40 G has several R&D and production deployments. Delays in the standardisation process, 100 G deployments and the need for fast release of high-speed interfaces mean that 40 G transponders are still being developed. Therefore, 40 G technology is not commonly used and installed.

On the local side, 40 G transponders may support the multiplexing of various of protocol ranges, e.g. STM-64, OC-192, 10 Gb E WAN and LAN.

Similarly to 10 G technology, from a functional point of view, 40 G transponders can be divided and two different types highlighted: fully transparent transponders without FEC correction, and transponders supporting OTH and OTU-compatible framing (on the line side) with FEC.
The modulation format can overcome transmission impairments. Different modulation schemes will guarantee transmission reach and PMD tolerance comparable to 10 G.

Based on an analysis of different types of modulation format and their technical capabilities, vendors of optical transmission systems approved the Return-to-Zero Differential Quadrature Phase-Shift Keying (RZ-DQPSK) modulation format as the most convenient and suitable for 40 G transmission. The transmitter is shown in Figure 2.52.


[image: image62.emf]
Figure 2.52: Transmitter scheme and RZ-DQPSK modulation diagrams [155]
This kind of format modulation has superior filtering tolerance. After passing through filtering devices (e..g. OADMs and ROADMs), the signal is more robust and is resistant to many impairments like optical noise, CD, PMD and optical non-linearity. With regard to superior CD tolerance, this format can support 40 G WDM transmission over existing networks. With regard to PMD tolerance and OSNR performance, it is possible to establish longer transmission spans with fewer regeneration sites or an increased number of ROADM nodes (as new Add-Drop points) per network.

The use of RZ-DQPSK has reduced line rate by 50% compared to DPSK. This makes it possible to increase spectral efficiency, and to improve PMD and CD tolerance. This modulation format is connected with a more sophisticated transmitter design. The transmitter is equipped with two phase modulators and one intensity modulator. The format of the pulse train is similar to that of RZ, and its optical spectrum is relatively narrow. It can be used in a 100 GHz ITU grid. RZ-DQPSK has a 3 dB RX sensitivity advantage over NRZ.

Typical RZ-DQPSK modulation transponder features are:

· Tunable cards with 50 GHz channel spacing.
· OTU3 frame compliant.
· Onboard TDC (Tunable Dispersion Compensator) with a dispersion-tuning range from -360 ps/nm to 700 ps/nm.
· Output transmission power range from -1 dBm to +4 dBm.
· Receiver input power range from -18 dBm to +5 dBm.
· PMD tolerance of 2,5 ps (8 ps DGD) for 1 dB OSNR penalty with PMDC.
Polarisation Mode Dispersion (PMD) tolerance is a very important factor. Fibre PMD is a key factor for 40 G design.

PMD is mainly due to fibre irregularities caused by imperfections in the manufacturing process, and by transient responses to the environment such as temperature changes, tensions, pressure, vibrations, etc. These changes occur both at different times and at different points along the fibre. Therefore a section of fibre can have different PMD at different times, and/or different sections of the fibre cable can have different PMD at the same time.
There are several technologies that can be utilised to compensate for the effects of PMD, including the following:

· Mechanical devices that actually squeeze a portion of the fibre in order to realign the polarisation pulses of the optical bit. In other words, a mechanical PMDC “counter-stresses” the fibre. The primary drawback of this method is that mechanical devices are more prone to failure over long periods (they require frequent maintenance and are prone to problems).
· Electronic devices that work after the receiver decoder, manipulating electrons in order to reduce bit errors. The primary drawback of this method is the difficulty in correcting an optical problem at the electronic layer.

· The most reliable and efficient PMDC technology is the use of adaptive optics to realign and correct the pulses of dispersed optical bits.
For currently used fibres, the typical PMD value is 0,1 ps/km0,5. Older fibres have a PMD value of approximately 1 ps/km0,5. The newest fibres’ PMD coefficient is 0.05 ps/km0,5. The influence of PMD on transmission range is given in Table 2.9.

	PMD tolerance
	Fibre with 0.05 ps/km0,5
	Fibre with 0.1 ps/km0,5
	Fibre with 0.2 ps/km0,5
	Fibre with 1 ps/km0,5

	3
	3600 km
	900 km
	225 km
	9 km

	8
	>4000 km
	>4000 km
	1600 km
	64 km

	12
	>4000 km
	>4000 km
	3600 km
	144 km


Table 2.9: Comparison of system range with different types of PMD coefficient

To increase transmitted signals to 40 G using the existing 10 G modulation formats, significant limitations have to be dealt with. 40 G transmission requires four times more tolerance to noise sensitivity than 10 G transmission; Optical Signal-to-Noise Ratio (OSNR) increases by 6 dB.
With regard to PMD, 40 G transmission requires four times more tolerance sensitivity. For CD, tolerance needs to be increased 16 times.

2.5.7 100+ G Technology Review

Currently 100 G interfaces are in the R&D phase. The standardisation process is very advanced and the ITU plans to complete its work by the end of 2010. Vendors have conducted first tests and presented preliminary deployments. However, end devices with 100 G interfaces are still lacking. For local interfaces, the standardisation body IEEE is likely to define the following interfaces types:

· 10x10,2 Gb/s SDM with the maximal haul of 10 m over copper cable.
· 10x10,2 Gb/s 850 nm SDM with the maximal haul of 100 m and based on MMF ribbon.
· 4x25,8 Gb/s 1,3 µm LWDM with the maximal haul of 10 km and based on SMF.
· 4x25,8 Gb/s 1,3 µm LWDM with the maximal haul of 40 km and based on SMF.
The IEEE standardisation process will be finished by the second half of 2010.

The main challenge for vendors of optical transmission systems is to create line-side interfaces. Intensive work on the design of appropriate transmit-receive modules that are both technically effective and cost effective is ongoing. Currently, vendors offer the following solutions:

· 4*28 Gb/s (OFDM) transmission for the short haul of <200 km for SMF.
· 1*112 Gb/s transmission using M-ary (ASK-)PSK modulation for Metro Ethernet solutions <600 km for SMF.
· 1*112 Gb/s serial transmission taking advantage of POLMUX-DQPSK modulation for the backbone solutions <2000 km for SMF.
· 1*112 Gb/s serial transmission taking advantage of coherent DP-QPSK modulation for the backbone solutions <2000 km for SMF.
The first solution, 4x28 Gb/s OFDM, is designed for short-haul transmission (less than 200 km). It is made possible by four independent frequencies that operate with a transmission technique speed of 28 Gb/s. For DWDM systems this approach is less effective. The described transmission has a spectrum four-times wider than serial transmissions. This disadvantage is not present in serial transmissions of 1x112 Gb/s using M-ary (ASK-) PSK modulation. However, with regard to signal-coding format, this solution is useful in a Metro Ethernet.

A good candidate for 100 G serial transmission is DQPSK modulation. The major advantage of this solution is that it only has a 50 Gbaud symbol rate and hence lower electronic speed requirements. A transponder that uses such a technique can operate with a 100 GHz ITU grid.
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Figure 2.53: DQPSK modulator [156]
Another good candidate for 100+ G serial transmission is POLMUX DQPSK modulation. This format combines Polarisation Division Multiplexing and Differential Quadrature-Phase Shift Keying (DQPSK). It allows the baud rate to be decreased by a factor of 4 (from 100 to 25 Gbaud). Each symbol transports 4 bits. At 100 G this modulation suffers less impact from non-linear effects than 40 G. Also, its doubled symbol duration increases CD tolerance.

Electronic devices are not critical in this approach. Low-speed electronic is used (25 Gb/s). Due to a narrower optical spectrum, it is also possible to use a common 100 GHz ITU grid. This means that 100 G transmission could be implemented in existing networks. In many cases it is impossible to exchange optical cables and build infrastructure with a new kind of fibre. The next-generation networks with very-high-speed transmission must be deployed in specified existing fibres.

Two kinds of approaches to 100+ Gb/s serial transmission are shown in Figure 2.54.

[image: image64.emf]
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Figure 2.54: Block diagram of TX – RX modules of 100+ Gb/s serial transmission [157]
Another long-haul 100 G transmission will be based on coherent, single-carrier, dual-polarisation QPSK with a digital intradyne receiver and NRZ pulse shaping (coherent NRZ-DP-QPSK). This modulation scheme yields high CD and PMD tolerance through the use of a digital-receive filter. The coherent receiver allows conversion from the optical domain to the electrical domain. It provides better sensitivity, easy polarisation recovery and better SNR. Further, the switch to the electrical domain allows the introduction of DSP, where the optical impairments can be mitigated. With mitigation carried out in the receiver, the need for pre-planned inline dispersion compensation is removed, which is why optical carriers can now be freely routed, e.g. by GMPLS control planes. It also produces high spectral efficiency in the range of 2(bit/s)/Hz, which allows it to fit into a 50 GHz WDM grid. Drawbacks include complexity and the associated cost of the digital filter that must be able to process four A/D-converted bit streams of 28 Gbit/s in real time (the capacity to process ~1.1Tbit/s). This filter will be a major source of energy consumption in transceivers, and such filter-component types are at present not commercially available. Figure 2.55 shows a block diagram of a DP-QPSK system.

[image: image66.emf]
Figure 2.55: Coherent intradyne DP-QPSK transmission system [154]
Key:
LPF – low-pass filter
PC – passive optical polarisation controller
PBS – polarisation beam splitter.
Figure 2.55 also shows the location of additional optional pulse carvers, should RZ-DP-QPSK be the goal. Since developing the digital receiver remains challenging, several systems vendors are looking at alternatives, including incoherent NRZ DP-DQPSK and coherent NRZ DC-DP-QPSK with a dual-carrier approach. Neither alternative will attain the performance of the coherent intradyne DP-QPSK, due to a combination of non-linear effects and poorer SNR. Incoherent DP-DQPSK also requires ultra-fast, reliable polarisation controllers, and DC-DP-QPSK cannot use forthcoming standardised components because this scheme runs at half the baud rate. Figure 2.56 shows incoherent DP-DQPSK for comparison.

[image: image67.emf]
Figure 2.56: Incoherent NRZ-DP-DQPSK system [154]
Key:
DPC – dynamic polarisation controller
R – direct-detection receiver.

100 GbE modulation techniques offer a wide range of performance and cost points. If a cost differential is sufficiently high at 25% or above, this justifies the use of more than a single, one-size-fits-all modulation scheme. An analysis that takes transmission performance, spectral efficiency, cost and latency into account is required.

Table 2.10 compares the modulation schemes and transmission systems discussed so far. This comparison includes basic 10 G NRZ-OOK for reference. As a glimpse into the future, the comparison also includes NRZ-DP-16QAM with a coherent receiver, which has the potential to increase spectral efficiency to 4 (bit/s)/Hz.

	Modulation
	10G NRZ-OOK
	NRZ-DP-QPSK
	NRZ-DP-DQPSK
	NRZ-DC-DP-QPSK
	RZ-DPSK-3ASK
	4x28G O-OFDM binary NRZ
	4x28G Inv Mx bin NRZ
	NRZ-DP-16QAM

	Detection
	Direct, 
no 
pre-amp
	Coh Idyne, DSP, no pre
	Incoh,
DLI,
DPC,
pre-amp
	Cog
Idyne,
DSP,
no pre
	Direct,
self-coh
(DLI),
pre-amp
	Diect, no pre-amp
	Diect, no pre-amp
	Coh Idyne, DSP, no pre

	WDM grid (GHz)
	50
(25)
	50
	50
	50
	100
	100
	4 x 50
(4 x 25)
	25

	Spect Eff 
(b / s) / Hz
	0.2
(0.4)
	2
	2
	2
	1
	1
	0.5
(1)
	4

	OSNR
(dB)
	15
	13
	15
	12
	21
	21 FEC,
32 FEC
off
	21 FEC
29 FEC
off
	19

	CD +/- 
(ps/nm)
	600
	>1000
	600 (TDC)
	>1000
	600 (TDC)
	-300
+500
	-300
+500
	>1000

	PMD (ps)
	10
	>10
	~5
	>10
	~4
	~5
	~5
	>10

	NL effects
	Mod
	Mod
	Mod
	Strong
	Low
	Strong
	Mod
	Strong

	Max reach (km)
	2000+
	2000
	1500
	2000
	600
	200 km FEC
	600 km FEC,
	1000


Table 2.10: Comparison of modulation schemes [154]
Summing up, the migration to 100 G technology is not only a significant step forward in capacity but also in system complexity.

It is assumed that the newly developed 100 G transponders will be able to cooperate with existing optical transmission systems, in particular with systems that use the 100 GHz ITU grid. However, taking into account high requirements for PMD and CD, the new transponders will need either optimum fibre parameters or shorter distances between amplifier or regeneration elements. The number of possible regeneration points should probably be reduced to three points only. All these factors impose high demands on transmission-path maintenance and will require old DWDM installations to be rebuilt, especially those that operate on the optical budget boundary.

2.5.8 Alien Wavelengths

Lambda networking is interesting for areas such as high-energy physics and astrophysics [60] because it provides:

· Uncongested IP connectivity for end users.
· Lightpaths, i.e. high-capacity, high-quality, point-to-point (unrouted) connections to support research applications in e-science areas (the hybrid network).
The ongoing adoption of hybrid networking sparked the demand for international cross-border fibre (CBF) links between NRENs. In this context, the use of alien (or foreign) wavelengths via DWDM systems from different vendors is an appealing concept as they offer [61, 62, 63]:

· Direct connection of customer equipment to third-party DWDM equipment and elimination of expensive transponders at the transition between two DWDM systems.
· Reduced power dissipation through elimination of regeneration.
· Faster time to service.
· Extended network lifetime through support of different modulation formats.

However, there are a variety of challenges that complicate the application of alien wavelengths in multi-domain DWDM networks. The main challenges are:

· System performance.
· OAM&P (Operations, Administration, Maintenance and Provisioning).

· Faster time to service.
· Support of different modulation formats to offer extended network lifetime.

A number of NRENs are engaged in deploying alien-wavelength architectures for IP services and lightpaths for research applications. Typically, at the transition between NRENs, DWDM systems that are supplied by different equipment vendors are connected via transponders, because transponders provide a clear demarcation point and regenerate the received signal (i.e. remove distortion and noise and re-time the signal) before it is passed on to the next DWDM system. In some cases, this may not be necessary from a transmission point of view. Foreign wavelengths in DWDM systems are therefore an appealing concept, since they can eliminate the cost of expensive transponders at the transition between the two DWDM systems.

During October and November 2009, a 40 Gb/s alien-wavelength experiment was carried out between Amsterdam and Copenhagen over more than 1000 km of G.655 TrueWave Reduced Slope (TWRS) transmission fibre using back-to-back SURFnet (Nortel) and NORDUnet (Alcatel-Lucent) CBF DWDM systems.

2.5.8.1 Alien-Wavelength Field Experiment

To investigate the use of 40 Gb/s alien wavelengths in multi-domain NREN networks, SURFnet and NORDUnet conducted a joint alien-wavelength experiment on the CBF connection between Amsterdam and Copenhagen. The Polarisation Multiplexed-Quadrature Phase Shift Keying (PM-QPSK) modulation scheme was used for the 40 Gb/s alien wavelength. In this experiment, a single 40 Gb/s bi-directional wavelength traversed a Nortel CPL DWDM system between Amsterdam and Hamburg and an Alcatel-Lucent DWDM system between Hamburg and Copenhagen. No OEO regeneration was used at the transition between the two DWDM systems in Hamburg. This reduces cost per wavelength by approximately 50%, compared to a 40 Gb/s connection with regeneration in Hamburg. This approach also offers a more environmentally friendly solution since the power consumption of this particular alien wavelength is about 50% lower than a regeneration solution.

Figure 2.57 shows the system configuration of the 40 Gb/s alien-wavelength experiment. The 40 Gb/s PM-QPSK alien wavelength was connected between Amsterdam and Copenhagen via concatenated native and third-party DWDM systems. Besides the 40 Gb/s alien wavelength, these systems also carried live traffic. In the DWDM system between Amsterdam and Hamburg, the 40 Gb/s wavelength was spaced at 100 GHz from a 40 Gb/s wavelength and at 900 GHz from five 10 Gb/s channels with 50 GHz spacing, all carrying live traffic (see Figure 2.57). In addition, the system between Amsterdam and Hamburg also carried a 40 Gb/s wavelength spaced at 100 GHz from the 40 Gb/s alien wavelength. In the DWDM system between Hamburg and Copenhagen, the alien 40 Gb/s wavelength signal was spaced 350 GHz from five 10 Gb/s channels spaced at 100 GHz (the other 40 Gb/s data was routed through a geographically separate Alcatel-Lucent transmission system). The transmission medium was TrueWave Reduced Slope (TWRS) fibre and the total transmission distance was equal to 1056 km. The DWDM system between Amsterdam and Hamburg did not use dispersion compensators.
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Figure 2.57: 40 Gb/s alien-wavelength transmission system setup
3 Optical Processing

3.1 Optical Packet Switches and Optical Burst Switching

Circuit switching based on wavelength granularity is well established in optical networks, but the need for high-performance switching of finer granularities is driving Optical Packet Switches (OPS) and Optical Burst Switching (OBS).

3.1.1 Optical Packet Switching

Optical Packet Switching technologies, which provide the finest switching granularity, switch incoming packets all-optically to the egress port without converting to the electrical domain in the switching process.

There are two categories of Optical Packet Switched networks:

· Slotted
A synchronised model in which all packets enter the switch fabric at a different time slot. The packet size may be fixed, and the packet starts and ends in the same slot. Figure 3.1 shows a functional block diagram of a slotted model. A splitter splits the signal to the header recognition and control unit which controls the header and passes the message to the input synchroniser and to the switch fabric. The input synchroniser creates the necessary delay to avoid packet collision at the switch fabric. It could consist of 2x2 switches and delay units of different lengths in order to achieve the desired delay. [64]

· Unslotted

In the unslotted model, packets may not have the same size and can enter the switch fabric without alignment. The node architecture is the same as that of the slotted model, except that instead of the synchronisation stage, a fixed length of fibre-delay unit is in place to create the necessary delay before header processing take place. The risk of packet collision is much higher in an unslotted model, but it is more flexible due to its handling of different-sized packets.
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Figure 3.1: Functional block diagram of a slotted model

In both categories it is important to decide what the header and packet format should be and how it should be processed. Packet switching with a sub-carrier multiplexed (SCM) header is a popular solution.

The main challenge that OPS technology presents is how to solve the contention issue when different packets enter the same egress port on the same wavelength and at the same time. This can be resolved by wavelength conversion (wavelength dimension), by introducing an optical delay line (time dimension) and/or space deflection, which sends packets at a busy port to another node via another port (space dimension). It is possible to combine all these methods, so that a packet which loses the first contention because there is no available resource will seek contention resolution by a second method, and so on.

As indicated in the previous paragraph, contention resolution requires a switching capability in three dimensions (space, wavelength and time). However, optical-switching fabrics are capable of space switching only (and with limited wavelength conversion). Time switching is the most difficult and requires a combination of space switching and the use of a fibre-delay line. 
Table 3.1 provides an overview of optical-switching technologies.
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Table 3.1: Optical-switching technologies [65]

Figure 3.2 shows the world’s first OPS solution, presented by the Yokogawa company at OFC in 2005.
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Figure 3.2: OPS diagram introduced by Yokogawa [113]
3.1.2 Optical Burst Switching

Optical Burst Switching (OBS) [67, 68, 69, 70, 71, 72] combines the best characteristics of coarse-grained optical wavelength switching and fine-grained optical packet switching, while avoiding their deficiencies.
In an optical burst switched network, a data burst consisting of multiple aggregated IP packets is switched through the network all-optically. In OBS, a control packet is sent first to set up a connection by reserving an appropriate amount of bandwidth and configuring the switches along the path; the control packet is then followed by a burst of data [73]. Acknowledgement of the control packet may or may not be provided depending on the reservation strategy, which may be one-way, two-way or even intermediate reservation. The length of the burst (longer than a single packet) results in a lower control overhead per data unit.
OBS uses out-of-band signalling, as well as offset time. Offset time [74] is needed for the total processing and configuration throughout the optical path, which in turn may necessitate none or limited optical buffering at the intermediate nodes. The control packet may also specify the duration of the burst in order to let the node know when it may reconfigure its switch for the next arriving burst. By reserving resources only for a specified period of time rather than reserving resources for an indefinite period of time, the resources can be allocated in a more efficient manner, and a higher degree of statistical multiplexing can be achieved.
OBS was built upon ideas first introduced in the electronic domain [75]. Burst switching was proposed in an ITU-T recommendation (I.371) for Asynchronous Transfer Mode (ATM) networks [76]. The idea was to set up and tear down a path dynamically for a much shorter duration, equal only to the duration required to transmit a complete set of data, a “data burst”, for example, a large file or a high-resolution image. In this way the unused silent periods of continuous (e.g. telephony) traffic are avoided and are instead filled with data bursts from other users, multiplexed in time.
This technique was known as ATM block transfer (ABT) [77] and was based on two burst-switching protocols, the ABT with delayed transmission and ABT with immediate transmission [78]. The concept behind these two protocols has later been adopted by optical burst switching technology in the Ready-to-Go Virtual Circuit Protocol (RGVC) [79] and ‘tell-and-go’ (TAG) schemes [80].
Irrespective of the protocol used, an OBS network consists of optical burst switches interconnected with WDM links. Depending on the switch architecture, a node may or may not be equipped with optical buffering. An optical burst is dynamically assigned to a wavelength channel, while the control packet associated with a burst is usually carried on a control plane (CP). The CP generally uses dedicated and independent wavelength channels, rather than data plane channels (out-of-band). Two of the main processes are:

· Burst assembly

One of the most important processes in OBS networks is burst assembly. It assembles incoming data into bursts at the ingress edge node of the OBS network. Packets are buffered in electronic buffers according to different parameters such as destination, flow or even class. The key parameter in burst assembly is the trigger criteria for determining when to create a burst and send the burst into the network. This is very important since it controls the characteristic of the burst injection into the OBS core network.
In recent years, several types of burst assembly techniques have been adopted. The two most common starting points for assembly (aggregation) techniques are:

· Time threshold
Time-threshold [81] burst assembly creates and sends bursts at periodic time intervals (applying a time limit) where the length of the burst varies as the load varies.
· Size threshold
Size-threshold burst assembly [82] limits the maximum number of packets contained in each burst, generating almost fixed-size bursts but without maintaining a periodic transmission.
Combinations of time- and threshold-based assembly schemes [83] have also been reported. The introduction of more parameters, such as class of service, has led to even more schemes that aim to provide QoS differentiation [84, 85] in terms of delay, loss and jitter.

· Signalling
Signalling is required to allocate resources and configure optical switches of the burst at each node. It is typically implemented using out-of-band (distinct wavelength) header packets. Several variations of OBS signalling protocol are possible depending on how and when the resources along a route are reserved. A burst can be categorised by the following characteristics:

· One-way [86, 87], two-way [88], hybrid reservation [89].
· Source-initiated, destination-initiated, intermediate-node initiated reservation [89].
· Persistent, non-persistent reservation.
· Immediate [86], delayed reservation [87].
· Explicit, implicit release of resources.
· Centralised [88], distributed signalling [86].
A signalling scheme can be described according to the type of reservation: one-way, hybrid or two-way. In a scheme with one-way reservation, the source node sends out a control packet requesting resources from each node in the route. The burst is then sent out without waiting for an acknowledgement either from the intermediate nodes (hybrid) or from the destination node (two-way) regarding the success or failure of the resource-reservation process at each node.
A signalling technique can initiate reservation of the requested resources either at the source, at the destination, or at an intermediate node. Persistent and non-persistent approaches are used in order to decide how to behave in the event of burst contentions and blocked resources. In a persistent approach, the objective is to wait for the blocked resource (until if becomes free), assuming that buffers are provisioned at edge nodes. In a non-persistent approach, the objective is to limit the delay (minimise round-trip delay). The resource reservation is declared a failure, and contention resolution schemes are therefore applied.
Based on the duration of the reservation on the channel, the signalling techniques can be categorised as immediate reservation or delayed reservation. With immediate reservation, the channel is reserved immediately, from the instant the setup message reaches the node. With delayed reservation, the channel is reserved from the instant the data burst arrives at the node.
An existing resources reservation can be released either explicitly or implicitly. In an explicit release, a separate control message is sent (from the source node) following the data burst. In an implicit release, the control message that reserves the resources has to carry additional information (such as the burst length and the offset time), which is used to release the resources.
Signalling in OBS can be either centralised or distributed. The centralised signalling technique is performed by a central request server that is responsible for setting up the route and assigning the wavelength on each route for every data burst for all source-destination pairs in the network. This imposes scalability issues. In the distributed approach, each node has a burst scheduler that assigns an outgoing channel for each arriving control packet in a distributed manner. This is suitable for large optical networks and bursty data traffic [90].

Since OBS networks provide connectionless data transport, there is a higher possibility that contention of bursts may occur at intermediate nodes – a disadvantage of any connectionless transport system. However, the lack of optical memories able to buffer optical bursts makes the contention resolution a lot more challenging compared to electronic packet-switched networks.
This issue has been studied in both the physical layer and the control plane. In the physical layer, approaches such as optical buffering (in the form of fibre-delay lines (FDL) [91], and wavelength conversion (WC) [92, 93]) have been adopted. WC offers a considerable increase in re-use values when wavelength availability is limited [94]. In OBS in particular, contention can be reduced [95].
However, the maturity, flexibility and complexity of delay-line solutions are far from being commercially viable. The contention-resolution studies on the control plane mainly consider deflection routing [96] and burst segmentation [97] where topology is a critical parameter for reaching high performance levels.

3.1.2.1 OBS Testbeds Around the Globe

A number of OBS testbeds have been developed and deployed in and out of laboratory settings over the last few years. These testbeds are intended to demonstrate the feasibility of the concept of OBS and to test various OBS protocols and mechanisms.
Testbeds and Projects
· The Terabit IP Optical Router (TIPOR) Alcatel project developed a testbed where IP packets or ATM cells were assembled into bursts at the router inputs, switched as bursts through an SOA-based switch and disassembled into individual packets or cells at the router output.
· The OBS project JumpStart was developed by North Carolina State University and MCNC and was based on JIT-based protocol architecture [70]. JumpStart was implemented in ATDnet’s all-optical networking testbed in Washington DC, USA, connecting several sites with MEMS-based OXCs at 2.5 Gbps. This approach was then proposed to support Grid over OBS [98] as a potential infrastructure to support Grid applications.
· An OBS testbed named Optical Burst Transport (OBT) was developed in Stanford University in cooperation with Fujitsu Labs of America. It demonstrated 2.5 Gbps sub-lambda bandwidth sharing on WDM ring topology [99].
· TBOBS (Testbed for Optical Burst Switching Network) was funded by High-Technology Research and Development Program of China [100] to implement an OBS network testbed. Developed by Beijing University of Posts and Telecommunications in cooperation with Shanghai Jiaotong University, the testbed was built to provide a platform for exploring network protocols and other key technologies in OBS networks. A number of different experiments were conducted on this testbed at 1.25 Gbps bit-rate to examine TCP performance over OBS [101, 102] and over LOBS [103].
· A Japanese testbed was developed to study network architectures, wavelength-reservation protocols and ultra-fast processing of control packet and switching fabric. It has been conducted by NTT Network Innovations Laboratories, University of Tokyo, Osaka University, and Fujitsu Laboratories along with the coordinator, NTT Communications. The work was continued to demonstrate deflection routing in a 3-Node Optical Burst Core Network with 40 Gb/s edge nodes [104] and bit rate (10 Gbps and 40 Gbps) transparent OBS with contention-resolving wavelength conversion based on SOA-MZIs [105].
· The University of Essex in the UK has developed and demonstrated a number of testbeds that support sub-wavelength switching and transport solutions. Novel multi-granular OXCs (MG-OXC) architectures to provide wavelength and sub-wavelength services at the metro/core network are implemented based on slow MEMS switch (10 ms) for wavelength granularity and fast SOA-MZI (1 ns) for sub-wavelength granularity. Such technologies and innovative ideas were evaluated and experimentally demonstrated on an application-aware multi-bit rate OBS testbed [106, 107]. In addition, novel approaches to integrating application services with network services through three different application-enabled (e.g. Grid, VoD, etc.) OBS network architectures are demonstrated. Protocol extensions on OBS control plane have been deployed to support such architectures. They were initiated on the OBS control plane by extending JIT protocol to introduce, demonstrate and support IT-resource publication, discovery and reservation in addition to pre-developed network services. Information mapping between IT/Grid resource and network control plane were introduced by the use of a simplified version of job submission description language (JSDL) standardised in OGF [108]. Protocol extensions were further examined by the pioneering integration of session initiation protocol (SIP) [109], an IETF-standardised protocol, with JIT to deploy real applications such as VoD over the OBS network testbed. SIP protocol was also extended to support Grid applications. The first-ever SIP interworking with OBS was realised by conducting experiments on two experimental setups developed at the University of Essex with different optical devices (different switch fabrics) [110]. The experiments performed on the application-aware OBS network testbed provided promising results on the protocol integration with regards to IT and network resource discovery and reservation delays [111, 112]. In addition to this, experiments showed the feasibility of running VoD applications with stringent latency and jitter requirements over an application-aware OBS testbed. Commercial products on optical packet switching such as optical packet generator and burst mode CDR receivers developed by Yokogawa [113] were used.
· An experimental collaboration between Japan and China demonstrated the interworking of GMPLS with OBS networks [114].
Commercial Initiatives and Products

· Yokogawa mainly provides solutions to OPS and has adapted in-band OBS experiments (mentioned above).

· Matisse Networks [115] is the first company to deliver a commercial packet optical transport system with optical burst technology for metro networks based on WDM ring topology. It aims to lower the cost of deploying and operating packet optical transport networks by 50% compared with circuit-based optical transport systems.
· Intune Networks is looking to develop optical burst switching products. Intune works with a new networking platform where Layers 0 to 2 are collapsed under the same control plane. The solution is achieved by using ultra-fast tunable laser which is able to tune quickly to the desired wavelength depending on which node it wants to send the packet to. The platform is similar to the Mattisse solution [116].
3.1.3 OPS and OBS Conclusion

OPS and OBS are suffering from lack of standardisation. OPS could be the technology of choice for future packet-oriented networks, but there are still many unsolved issues and it may take another decade to reach a mature solution. OBS is less complex to implement but it does not provide significant benefits compared to current network solutions. It does not scale in a large network or at the core area. It is more suitable for a metro area with few nodes. [117]

3.2 Light-Trails

Light-trails can be considered as an alternative optical transport technology (OBT variant), which is able to broker the bandwidth between multiple nodes on the same wavelength [118].
Light-trails are a generalisation of a lightpath (a multi-point lightpath), which allows multiple nodes on the trail (path) to take part in uni-directional communication within the trail without the need for optical switch reconfiguration. Light-trails are based on out-of-band communication where the two primary functions of the control channel are creation and deletion of light-trails (macro-management) and creation and deletion of connection (time-slots) within light-trails (micro-management). The macro-management of light-trails is based on virtual topology, where somewhat static wavelength switching is required, whereas the micro-management is dynamic (no switching) and strictly based on communication within an existing light-trail. Light-trails suffer from uneven per-span utilisation, which implies unbalanced utilisation and wastage of bandwidth. In addition to this, light-trails do not naturally support duplex communication.
However, effort has been put into creating duplex communication on the same wavelength on the strongly connected light-trail (SLiT) technology [119]. This approach has also been demonstrated with the utilisation of Field Programmable Gate Arrays (FPGAs) to support a number of services such as Voice over IP (VoIP), Video on Demand (VoD), and data [120]. However, the effort to create dynamic sub-wavelength non-switching communications within light-trails has led to a bus system (see Figure 3.3) where the time-slotted bursty data destined for an intermediate node are by default carried (broadcast) on all the following nodes of the light-trail creating bandwidth overheads.
Also, the approach of creating single-wavelength duplex communication (and not full-duplex 2-lambda communication) can create further wavelength underutilisation and does not provide maximum flexibility to end users. The advantage of light-trails compared to connectionless networks (like optical burst switching on ring networks) is the higher level of bandwidth utilisation and lower burst loss levels [118].
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Figure 3.3: Light-trails architecture
Light-trails are another research effort towards sub-wavelength granularity, and, together with the effort on OBT, it can lead to short-term solutions on dynamic sub-wavelength optical networks.

3.3 Circuit-Switching Networks
In circuit-switching networks the data is delivered through a dedicated pipe between the source and destination in the network. The granularity of the circuit and the circuit’s life-time are the two main parameters that can be used to classify different types of circuit-switched network (SCN).

A Synchronous Digital Hierarchy (SDH) network is an SCN with VC-x granularity and permanent circuit life time. A wavelength-switched network is a network with wavelength granularity and more or less permanent circuit life-time.

A Dynamic Switched Network (DSN), however, is a network that is able to establish circuits on demand with a short life-time. When the first packet arrives at the ingress node, a temporary circuit between ingress and egress ports will be established in the network. The data burst will flow through the circuit during the data burst time, and, when the data burst is over, the circuit be removed from the network [121]. The idea around Dynamic Switched Networks has morphed into OpenFlow as a control mechanism. OpenFlow is based on an Ethernet switch, with an internal flow-table and a standardised interface to add and remove flow entries [122].
3.4 Hybrid Network Architecture

Another approach to optical processing is the concept of Hybrid Network Architecture, which combines the best of packet- and circuit-switched worlds. The idea is to separate the high-priority traffic from the low-priority traffic at the ingress node by tagging. In each intermediate node, the packets will be processed according to the tag, and the high-priority traffic will be processed through the circuit-switched network, which follows the lightpath without electrical processing of the header. Figure 3.4 below illustrates this concept [123].
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Figure 3.4: OpMiGua hybrid network principle

3.5 All-Optical Wavelength Conversion

Wavelength conversion is the technique where data on one wavelength is converted to another wavelength on an intermediate node and forwarded to another link. In a network with wavelength conversion functionality, a lightpath can use different wavelengths in different links to establish an end-to-end connection. The optical wavelength conversion device is one of the main building blocks for creating wavelength-convertible networks.
Wavelength-convertible networks solve the blocking problem caused by the lack of availability of the desired wavelength at a certain link along the path between two connection points (end points). In general, optical wavelength conversion can be divided into two types:

· Opto-electronic wavelength conversion
This technique converts the optical signal to the electronic domain, and then converts the electronic signal to the desired optical wavelength. The method is not transparent and cannot preserve information in the form of polarisation, phase, frequency and analog amplitude [64].

· All-optical wavelength conversion
The main technologies used in all-optical wavelength conversion devices are coherent effect and cross modulation. One of the most promising technologies relates to cross-phase modulation (XPM) in non-linear media (e.g. waveguide, optical fibre and OSA). Through XPM in an optical fibre, a frequency comb is generated, which can be followed by optical filtering to pick up the desired tone (wavelength).

To achieve transmission of 100 Gbit/s and beyond, interest has  increased in the deployment of the quadrature phase-shift keying (QPSK) modulation technique, in combination with polarisation multiplexing (POLMUX) by direct or coherent detection. Successful all-optical wavelength conversion of a 100 Gbit/s POLMUX signal has been demonstrated [124].

An all-optical wavelength converter (AOWC) enables dynamic signal routing, wavelength reuse, path protection and restoration in the future optical network.
4 Study of OAM&P for Multi-Vendor/Multi-Domain Scenarios

As stated in Section 2.5.8 Alien Wavelengths on page 74, lambda-networking is interesting for areas such as high-energy physics and astrophysics [60]. Because scientific research has no geographical boundaries, isolated innovation in the provision of network services does not make sense. International, inter-domain connections are therefore essential. Within this context, the use of alien (or foreign) wavelengths via DWDM systems from different vendors is an appealing concept.

However, there is a variety of challenges that complicate the application of alien wavelengths in multi-domain DWDM networks. The main challenges are:

· Design of an end-to-end all-optical wavelength connection with adequate system performance, taking into account complex end-to-end optical path engineering in terms of linear (i.e. OSNR, dispersion) and non-linear (FWM, SPM, XPM, Raman) transmission effects for different modulation formats.
· Complex interoperability testing, to verify the system design.
· Operations, Administration, Maintenance and Provisioning (OAM&P):

· End-to-end service activation.

· Unclear demarcation points between DWDM systems leading to uncertainty about vendor responsibility in case of problems.
· End-to-end monitoring, fault isolation and resolution.
The following sections discuss examples of transmission systems with alien wavelengths (see Section 4.1 Examples of Alien Wavelength System Configurations on page 88), and aspects of system design when using alien wavelengths (see Section 4.2 System Design Aspects of Optical Networks with Alien Wavelengths on page 89). Section 4.3 Future Work on page 92 summarises the work to be done in this project.

4.1 Examples of Alien Wavelength System Configurations

Figure 4.1 shows a native wavelength configuration and three different alien wavelength DWDM system configurations:

· The standard DWDM system configuration with native wavelength(s). In this case, system engineering rules are provided by the vendor of the DWDM system. (a)

· The implementation of an alien wavelength. In this case, the transmitter and receiver technology is provided by a different vendor compared to the vendor of the DWDM equipment. (b)

· Additional variations of this concept with concatenated DWDM systems where the transmitter/receiver combination is used on either a combination of a native and alien system or a combination of alien DWDM systems. In the international NREN arena, other combinations of even more interconnected DWDM systems are possible. (c) (d)
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Figure 4.1: System configuration of a native wavelength (a) and three system configurations with alien wavelengths: the alien wavelength configuration (b), the partially native alien wavelength system configuration and (c) the alien wavelength configuration using multiple third party DWDM systems

4.2 System Design Aspects of Optical Networks with Alien Wavelengths

4.2.1 Linear Parameters

In traditional point-to-point single-channel optical fibre transmission systems, the maximum achievable transmission distance is determined by the difference between the transmitter output power, the receiver sensitivity (i.e. the thermal noise) and the fibre loss at the signal wavelength.
In DWDM systems with optical amplifiers, plenty of optical power is available at the input of the optical receiver; for this reason, the Amplifier Spontaneous Emission (ASE) noise dominates the noise power at the input of the optical receiver and therefore the system bit error rate (BER). The total amount of ASE noise depends on the Optical Signal-to-Noise Ratio (OSNR) at the output of the final amplifier and the bandwidth of the optical filter that is used to reject the excess ASE noise at the output of the final amplifier. The OSNR is a linear system parameter, is very easy to measure and is also easy to model by an analytical formula. For this reason, the OSNR has been an important parameter for quantifying system performance of optical fibre transmission systems that use optical amplifiers.
Figure 4.2 illustrates the impact of ASE noise on system performance more clearly. It shows the eye diagram of an NRZ signal before and after passing through a chain of optical amplifiers. The image on the right clearly shows that the noise in the eye diagram causes the system bit error rate (BER) to deteriorate compared to the back-to-back case in the left image.
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Figure 4.2: Eye diagram of an NRZ signal before (left image) and after (right image) passing through a chain of optical amplifiers in a DWDM system

The OSNR value depends on the noise figure and the input power of each amplifier along the optical fibre transmission system. The reciprocal of the OSNR is given by the simple analytical formula in Figure 4.3 below.
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Figure 4.3: Formula for calculation of OSNR at the output of a chain of amplifiers

In this formula, Nsp,j and Pin,j are the spontaneous noise factor and the input power of the j-th amplifier, respectively. R is the optical measurement bandwidth.
In optical-fibre transmission systems, transmitter/receiver combinations need a certain minimum OSNR at End of Life (EOL) of the transmission system in order to provide the required maximum system BER performance during the system lifetime. For this reason, the delivered OSNR at the BOL (Beginning of Life) of the transmission system needs to be higher to account for ageing of amplifiers and fibre repair margin. Therefore, the optical OSNR is a very important system requirement.
It is important to note that system vendors in general consider the OSNR performance of their transmitter and receivers as proprietary information; this makes it difficult to select a fibre route based on OSNR performance, the amplifier noise figure and span lengths. Previously, a new method to quantify the quality of an optical fibre link (by calculating a FOM (Figure of Merit), which is proportional to the OSNR), was introduced, and was used to select the best optical-fibre transmission route, in terms of OSNR, between NetherLight in Amsterdam and the open exchange in Geneva. Figure 4.4 shows the formula for this FOM. In order to calibrate the formula, system engineering rules must be known, so it is not completely free of design information either. However, system engineering rules are usually more similar between vendors since they are dictated by telecom operators that require multi-sourcing of equipment and this reduces the dissemination of vendor-sensitive system performance information.
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Figure 4.4: FOM (Figure of Merit) of optical-fibre transmission systems with amplifiers

It is important to note that the FOM takes into account the fact that long spans severely impact the OSNR and, therefore, the end-to-end system performance. Systems with a low FOM provide better OSNR at the receiver end and, consequently, superior system BER performance. As stated above, to determine the minimum required FOM value, the engineering rules of the DWDM system need to be known. For example, for a DWDM system with 20 spans of 20 dB loss each (about 80 km per span), the FOM is equal to 2000. For a system with 16 spans of 25 dB loss each (about 100 km per span and the same end-end distance) the FOM exceeds 5000; the performance of this system will not be error-free.
4.2.2 Non-Linear Parameters

Although the OSNR could be improved by increasing the launch power per channel (since this would increase the optical power at the input of each amplifier in the formula in Figure 4.3), this results in increased non-linearities in the fibre. Up to an optimum channel power level, with increasing channel power the increase in OSNR is larger than the increase in transmission penalty due to non-linearities; for higher channel power levels, however, the increased non-linearities decrease system margin. In order to determine precisely this optimum channel power level for systems with alien wavelengths, and so to be able to provide a definitive answer on whether alien wavelengths can be supported on the different interconnected NREN systems, the following system design parameters must be known:

· Amplifier noise figure.
· Launch power per channel for both transmission fibre and (if used) Dispersion Compensation Fibre (DCF).
· Transmission fibre properties (i.e. G.652, ELEAf or TWRS, for example).
· DCF properties (both linear and non-linear).
· Modulation format of alien wavelength as well as existing channels.
· Channel locations.
However, as mentioned previously, some of these system parameters may be considered proprietary information. For this reason, it is the objective of this study to determine the exact level of detail that needs to be known about the above parameters in order to be able to guarantee the system performance of alien wavelengths through concatenated NRENs. Ideally, a rule of thumb for alien wavelength system design should be provided without needing to know proprietary system design information.
One example of an easy-to-use engineering rule may be the definition of a minimum guard band between the alien wavelength and the native channels, in order to limit non-linear interactions that impact system performance, and also the definition of a FOM, which guarantees that the minimum OSNR requirements are met.

4.3 Future Work

During the GN3 project, JRA1 T2 will conduct numerical simulations and experiments for optical networks with alien wavelengths to determine system engineering rules for optical networks using alien wavelengths.
5 Physical Impairments and Control Plane Considerations

This section deals with impairment-aware control plane considerations, detailing:

· The main ITU-T, IETF and OIF standardisation efforts for control plane architectures, protocols and interfaces, and the initial contribution towards impairment-aware (IA) control plane solutions (see Section 5.1 Standards for Control Plane Protocols and Interfaces on page 93).
· Impairments on transparent optical networks (see Section 5.2 Optical Impairments in Transparent Optical Networks on page 98).

· Monitoring solutions that can be used to provide real-time optical impairment information to IA control planes (see Section 5.3 Monitoring and Measurement of Optical Impairments on page 100).
· Considerations and requirements towards IA control plane solutions. The advantages and disadvantages of alternative IA control plane approaches concerning development, implementation and deployment are discussed (see Section 5.4 Impairment-Aware Control Plane Considerations and Requirements on page 101).

5.1 Standards for Control Plane Protocols and Interfaces

This section provides a summarised analysis of the reference standards or draft specifications that form the basis of the GMPLS control plane for transparent optical networks. Among the standard-developing organisations, some are focusing on the network domain covering optical networking aspects (e.g. IETF, ITU-T, and OIF). Other organisations are also involved with IT and network domains (e.g. OGF and ETSI).

The main goal is to provide an overview of the standardisation activities and progress with regard to optical network control plane.

5.1.1 ITU-T

Automatically Switched Optical Network (ASON) is the ITU-T control plane framework aimed at providing SDH transport networks (G.803) and optical transport networks (G.872) with:

· Fast and efficient configuration of both switched and soft permanent connections.
· Restoration and traffic-engineering capabilities.
· Easy reconfiguration or modification of pre-established connections.
Three types of connections are defined in ASON:

· Permanent Connection (PC).
Provisioned by manual action or via the management system.

· Switched Connection (SC).
Established on a request from the end user using a signalling protocol between connection end-points.

· Soft Permanent Connection (SPC).
User-to-user connections where the user-to-network portion of the end-to-end connection is set up by the network management system as a PC, while the network portion of the end-to-end connection is set up as a switched connection using the control plane (i.e. initiated by the management plane and set up by the control plane).

All these connection types can support different connection capabilities, e.g. uni-directional point-to-point, bi-directional point-to-point, uni-directional point-to-multipoint, asymmetric (i.e. two uni-directional point-to-point connections with different properties).

In the ASON control plane three interfaces are identified:

· UNI.
A bi-directional signalling interface between service requester and service provider control plane entities.

· I-NNI.
A bi-directional signalling interface between control plane entities belonging to one or more domains having a trusted relationship.

· E-NNI.
A bi-directional signalling interface between control plane entities belonging to different domains.

The ASON architecture is based on the assumption that partitioning the control plane into domains is a best practice related mainly to network-operator-specific criteria. For example, it could aim to protect business practices or to comply with managerial and/or policy issues or to represent the transport network heterogeneity in terms of technologies or control/management models. Based on this assumption, the role of the network reference points (the domain boundary reference points in particular, UNI and E-NNI) is vital for the signalling. Consequently, the routing model needs to reflect the administrative partitioning properly.

In addition, ITU-T provides several standards in relation to the physical layer characteristics of optical networks. For a limited list of such standards see [ITU-T].

5.1.2 IETF

The following adopted and in-progress IETF [IETF] standards are relevant to JRA1 T2:

· RFC3473: Generalized Multi-Protocol Label Switching (GMPLS) Signalling Resource ReserVation Protocol-Traffic Engineering (RSVP-TE) Extensions, January 2003. [RFC3473]

This document describes extensions to RSVP-TE required to support GMPLS procedures.

· RFC4202: Routing Extensions in Support of Generalized Multi-Protocol Label Switching (GMPLS), October 2005. [RFC4202]

This document specifies routing extensions in support of carrying link state information for GMPLS. It also enhances the routing extensions required to support MPLS Traffic Engineering (TE).

· RFC4203: Routing OSPF Extensions in Support of Generalized Multi-Protocol Label Switching (GMPLS), October 2005. [RFC4203]

This document specifies extensions to the OSPF routing protocol in support of carrying link state information for GMPLS. It also defines the enhancements to the Traffic Engineering (TE) properties of GMPLS TE links which can be announced in OSPF TE LSAs.

· RFC4054: Impairments and Other Constraints on Optical Layer Routing, May 2005. [RFC4054]

This document surveys some of the aspects of optical networks that impact routing and identifies possible GMPLS responses for:
· Constraints arising from the design of new software-controllable network elements.

· Constraints in a single all-optical domain without wavelength conversion.

· Complications arising in more complex networks incorporating both all-optical and opaque architectures.

· Impacts of diversity constraints.

· RFC4655: A Path Computation Element (PCE)-Based Architecture, August 2006. [RFC4655]

Path computation in large, multi-domain, multi-region, or multi-layer networks is complex and may require special computational components and cooperation between the different network domains. This document specifies the architecture for a Path Computation Element (PCE)-based model to address this problem space. The document does not attempt to provide a detailed description of all the architectural components, but describes a set of building blocks for the PCE architecture from which solutions may be constructed.

· draft-martinelli-ccamp-optical-imp-signaling-02.txt: GMPLS Signaling Extensions for Optical Impairment Aware Lightpath Setup, (work in progress), July 2009. [draft1]

The implementation technology for WSONs is Dense Wavelength Division Multiplexing (DWDM). A key issue is the physical impairments incurred by non-ideal optical transmission medium that accumulate along an optical path. For successful lightpath provisioning in a WSON, the setup process must be aware of a set of physical impairments that has an effect on the lightpath. This memo proposes extensions to the signalling protocol (RSVP/RSVP-TE) to collect and verify some basic optical impairments and achieve a successful lightpath setup.

· draft-ietf-ccamp-wson-impairments-00: A Framework for the Control of Wavelength Switched Optical Networks (WSON) with Impairments, (work in progress), June 2009. [draft2]

This document discusses how the definition and characterisation of optical fibre, devices, subsystems, and network elements contained in various ITU-T recommendations can be combined with GMPLS control plane protocols and mechanisms to support Impairment Aware Routing and Wavelength Assignment (IA-RWA) in optical networks.

· draft-bernstein-ccamp-wson-signaling-04: Signaling Extensions for Wavelength Switched Optical Networks, (work in progress), July 2009. [draft3]

This memo provides extensions to GMPLS signalling for the control of wavelength-switched optical networks (WSON). These extensions build on previous work for the control of G.709-based networks.

· draft-bernstein-wson-impairment-info-02: Information Model for Impaired Optical Path Validation, (work in progress), July 2009. [draft4]

This document provides an information model for the optical impairment characteristics of optical network elements for use in GMPLS/PCE control plane protocols and mechanisms. This information model supports IA-RWA in optical networks in which path computation and optical path validation are essential components. This is not a general network management information model.

· draft-ietf-ccamp-gmpls-g-694-lambda-labels-04:. Generalized Labels for G.694 Lambda-Switching Capable Label Switching Routers. (work in progress), March 2009. [draft5]

This document defines a standard lambda label format, compliant with ITU-T G.694. Some considerations for ensuring lambda continuity with RSVP-TE are also provided. This document is a companion to the GMPLS signalling. It defines the label format when Lambda Switching is requested in an all-optical network.

· draft-ietf-ccamp-rwa-wson-framework-02: Framework for GMPLS and PCE Control of Wavelength Switched Optical Networks  (WSON), (work in progress), March 2009. [draft6]

This document defines a framework for applying GMPLS and PCE architecture for the control of WSON. Control plane models are provided to consider optical network subsystems (e.g. WDM links, tunable lasers, ROADMs and wavelength converters).
5.1.3 OIF UNI

· OIF-UNI-01.0-R2-Common: User Network Interface (UNI) 1.0 Signaling Specification, Release 2. February 2004. [OIF-UNI1]

This agreement defines the set of services, the signalling protocols used to invoke the services, the mechanisms used to transport signalling messages and the auto-discovery procedures that aid signalling. All of these are to be implemented by client and transport network equipment vendors to support UNI 1.0. The document is scoped to allow an early implementation, based on reusing existing signalling protocols and auto-discovery mechanisms, along with current and newly available technologies and capabilities in vendor equipment.

· OIF-UNI-01.0-R2-Common: User Network Interface (UNI) 1.0 Signaling Specification, Release 2: RSVP Extensions for User Network Interface (UNI) 1.0. February 2004. [OIF-UNI2]

This document defines UNI signalling based on adapting GMPLS RSVP-TE [RFC-3473] specifications. UNI signaling re-uses the existing GMPLS RSVP-TE between UNI-C/UNI-N and UNI N/UNI-C. The OIF UNI 1.0 is agnostic to the protocol used within the network. However, it assumes both source and destination UNI-C and UNI-N support GMPLS RSVP-TE.
· OIF-UNI-02.0-Common: User Network Interface (UNI) 2.0 Signaling Specification: Common Part, February 2008. [OIF-UNI3]

This Implementation Agreement (IA) specifies the content and operation of the OIF UNI 2.0 signalling protocol in a protocol-neutral manner. It allows a client device to dynamically request the establishment of a service across an operator’s network. UNI signalling functions, along with the OIF E-NNI 2.0 and I-NNI signalling protocols (the latter not specified by OIF) are used to establish end-to-end connection services. This IA is based on the common part of the UNI 1.0 R2 spec [OIF-UNI2].

· OIF-UNI-02.0-RSVP: User Network Interface (UNI) 2.0 Signaling Specification: RSVP Extensions for User Network Interface (UNI) 2.0 Signalling, February 2008. [OIF-UNI4]

This IA specifies the content and operation of the OIF UNI 2.0 signalling protocol in a protocol-specific manner. It allows a client device to dynamically request the establishment of a service across an operator’s network. UNI signalling functions, along with the OIF E-NNI 2.0 and I-NNI signalling protocols (the latter not specified by OIF), are used to establish end-to-end connection services. This IA is based on the RSVP part of the UNI 1.0 R2 spec [OIF-UNI2].

5.1.3.1 E-NNI

· E-NNI signalling [OIF-UNI1.0R2-RSVP, OIF-E-NNI-Sig-1.0].
The overall mission of the OIF E-NNI Signalling IA is the implementation of an open inter-domain signal protocol that enables the dynamic setup and release of various services. The focus of the E-NNI IA is the specification of abstract signalling messages, attributes and flows for the purpose of enabling the end-to-end dynamic establishment of transport connections across multiple control domains which applies to SDH/SONET connection services. E-NNI supports connectivity services, architectures and reference configurations as well as Control Plane addressing and distributed signalling communications. Routing, reachability, address resolution protocols, auto-discovery, policy and security are outside the scope of this IA. 

· E-NNI routing [OIF-E-NNI-Rtr-1.0]

To support E-NNI signalling with explicit routes including inter-domain paths, and to comply with ASON routing defined in ITU-T G.7715 and G.7715.1, OIF produced a specific IA that defines the framework for inter-domain routing and new OSPF-TE routing information exchanges. The E-NNI routing IA focuses on intra-carrier operations, because the inter-carrier support raises critical issues on AAA and security that are still under discussion.

5.2 Optical Impairments in Transparent Optical Networks

The IST-PHOSPHORUS project [125] has done analytical studies as well as simulation studies, based on the link and node architecture of the PHOSPHORUS Europe-wide testbed, on physical impairments, and provided network designs based on impairment-constraint-based RWAs for various levels of ASE, PMD, and CD with or without FEC under different traffic loads [126].

5.2.1 Polarisation Mode Dispersion (PMD)

The PMD parameter (Dpmd) is measured in picoseconds (ps) per sqrt(km). The square of the PMD in a fibre span, denoted as span-PMD-square, is then given by the product of Dpmd**2 and the span length. In general, the PMD requirement is not an issue for most types of fibres at 10 Gb/s or lower bit rates. But it will become an issue at bit rates of 40 Gb/s and higher. If the PMD parameter varies between spans, a slightly more complicated equation results [127], but in any event the only link-dependent information needed by the routing algorithm is the square of the link PMD, denoted as link-PMD-square. It is the sum of the span-PMD-square of all spans on the link.

5.2.2 Amplifier Spontaneous Emission (ASE)
Amplified spontaneous emission (ASE) degrades the optical signal-to-noise ratio (OSNR). An acceptable optical SNR level (SNRmin), which depends on the bit rate, transmitter-receiver technology (e.g. FEC) and margins allocated for the impairments, needs to be maintained at the receiver. To satisfy this requirement, vendors often provide some general engineering rule in terms of the maximum length of the transparent segment and number of spans. For ASE, the only link-dependent information needed by the routing algorithm is the noise of the link, denoted as link-noise, which is the sum of the noise of all spans on the link. There have also been studies on calculating the amount of ASE [128, 129].

5.2.3 Polarisation-Dependent Loss (PDL)

Many components have polarisation-dependent loss (PDL) [130], which accumulates in a system with many components on the transmission path. The state of polarisation fluctuates with time, and its distribution is also very important. It is generally required that the total PDL on the path is maintained within some acceptable limit, potentially by using some compensation technology for relatively long transmission systems, plus a small built-in margin in OSNR.

5.2.4 Chromatic Dispersion (CD)

In general, this impairment can be adequately (but not optimally) compensated on a per-link basis, and/or at the initial system setup time. Most currently deployed compensation devices are based on Dispersion Compensation Fibre (DCF) [131, 132, 133].

5.2.5 Crosstalk (XT)

Optical crosstalk is the effect of other signals on the desired signal. It includes both coherent (i.e. intrachannel) and incoherent (i.e. interchannel) crosstalk. The main contributors to crosstalk are the optical add/drop multiplexers (OADM) and optical cross-connects (OXC) sites that use a DWDM multiplexer/demultiplexer (MUX/DEMUX) pair. For a relatively sparse network where the number of OADM/OXC nodes on a path is low, crosstalk can be treated with a low margin in OSNR without being a binding constraint. However, for some relatively dense networks where crosstalk might become a binding constraint, the per-link crosstalk information needs to be propagated to ensure that the end-to-end path crosstalk (the sum of the crosstalk on all the corresponding links) is within some limit, e.g., -25 dB threshold with 1 dB penalty [134]. The amount of energy that leaks to neighbouring wavelengths is mathematically described by the signal-to-crosstalk ratio [135].

5.2.6 Non-Linear Impairments

It seems unlikely that non-linear impairments can be dealt with explicitly in a routing algorithm because they lead to constraints that can couple routes together and lead to complex dependencies (e.g. on the order in which specific fibre types are traversed [136]). Different fibre types (standard single-mode fibre, dispersion-shifted fibre, dispersion-compensated fibre, etc.) respond very differently to non-linear impairments. A full treatment of non-linear constraints would be likely to require very detailed knowledge of the physical infrastructure, including measured dispersion values for each span, fibre core area and composition, as well as knowledge of subsystem details such as dispersion compensation technology. This information would need to be combined with knowledge of the current loading of optical signals on the links of interest to determine the level of non-linear impairment. The following are the most common non-linear impairments:

· Self-Phase Modulation (SPM) [137]

· Cross-Phase Modulation (XPM) [137]

· Four-Wave Mixing (FWM) [138, 139]

5.2.7 Other Impairment Considerations

There are many other types of impairments that can degrade performance.

5.2.7.1 Gain Non-Uniformity and Gain Transients

For simple noise estimates to be of use, the amplifiers must be gain-flattened and must have automatic gain control (AGC). Furthermore, each link should have dynamic gain equalisation (DGE) to optimise power levels each time wavelengths are added or dropped. Variable optical attenuators on the output ports of an OXC or OADM can be used for this purpose, and in-line devices are starting to become commercially available. Optical channel monitors are also required to provide feedback to the DGEs. AGC must be done rapidly if signal degradation is to be avoided after a protection switch or link failure. Note that the impairments considered here are treated more or less independently. Considering them jointly and varying the trade-offs between the effects from different components may allow more routes to be feasible.

5.3 Monitoring and Measurement of Optical Impairments

Lately optical performance-monitoring solutions have been introduced based on the sampling of optical signals. Information is extracted by dividing the signal for sampling in different ways. Sampling in pairs also enables signal analysis without information about the system clock, which allows the processing of severely noisy or distorted signals [140]. MDI (Monitoring Division Inc. [141]) has developed a commercial monitoring solution for ROADM-enabled networks to:

· Monitor physical layer performance and margin throughout the network by deploying the monitoring solution at each or selected ROADM/OXCs depending on the topology and/or the bottleneck points of the network.
· Identify the cause of increasing BER, even with multiple impairments.
· Locate the source of the impairment within the network since monitoring can be applied on a per link/node/span basis.
· Optimise network performance by providing feedback to impairment compensation schemes.
Instead of the traditional eye-diagram tools that measure signal quality by recovering the clock, which is format- and bit-rate-dependent, MDI uses an asynchronous delay-tap sampling to sample the signal and a delayed copy and produce the eyeD pictures (see Figure 7.1 for a snapshot). They provide representations of the signal and have specific features that correspond to different impairments [142, 143]. Using machine-learning techniques, the portraits are analysed, and the signal quality is determined by giving numerical measurements of the underlying impairments.
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Figure 7.1: MDI’s eyeD pictures represent the signal quality and support features that correspond to different impairments and delays [144]

Such an optical performance-monitoring solution can be interfaced or even embedded with a control plane/service plane solution to provide impairment-aware routing and signalling networking solutions. The advantage of this approach is the ability to provide multi-impairment monitoring information in real time in less than 100 ms per channel. This can be used for dynamic optical networks that use a GMPLS control plane or other dynamic network provisioning systems (e.g. ARGIA, DRAC, ARGON, AutoBahn).

5.4 Impairment-Aware Control Plane Considerations and Requirements

The basic criterion for impairment-aware path computation and selection is whether the signal can be successfully transmitted from a transmitter to a receiver within a prescribed error tolerance. This can be characterised by the maximum permissible bit error ratio (BER) or frame error ratio (FER).

All-optical networks raise issues on link-state routing protocols (e.g. OSPF) and impairment-aware routing and wavelength assignment (IA-RWA) procedures. The different optical network contexts can be divided based on two main criteria:
· The accuracy required in the estimation of impairment effects.

· The constraints on the impairment-estimation computation and/or sharing of impairment information.
The combination of the above-mentioned criteria can formulate different IA optical network types with the following characteristics:

· Impairments and wavelength continuity constraint are not considered.

This is covered by existing GMPLS with local wavelength assignment.

· Impairments are not considered but wavelength continuity constraint is.

This applies to networks that do not have wavelength converters and the impairments are only taken into account during network design. As such, the control plane ignores any impairments [145].

· Approximate impairment estimation is considered.

This involves optical networks where impairment effects need to be considered but there is sufficient margin that they can be estimated via approximation techniques such as link budgets and dispersion [146, 147]. Also, adding or removing an optical signal on the path will not render any of the existing signals in the network.

· Detailed impairment computation is considered.
This applies to optical networks in which impairment effects must be more accurately computed.

· Impairment computation and information-sharing constraints are both considered.
Information used for path computation is standardised for distribution amongst the elements participating in the GMPLS control plane. However, this may not be possible in optical systems just yet since optical impairment considerations are subject to standardisation.

Typically a vendor might use proprietary impairment models for DWDM spans and to estimate the validity of optical paths. Also, vendors may choose not to publish impairment details for links or a set of network elements so that their optical system designs are not revealed. In such cases, the impairment estimation/validation of an optical path that consists of “black links” (paths that don’t give access to impairment information) cannot be performed by a general purpose IA-RWA computation entity.

Regarding the routing aspects of the wavelength continuity constraint, the selected route must have a wavelength available on all links, and this has to be considered in the routing process. Several approaches have been studied. Two representative approaches are:

· Information is propagated about the state of each and every lambda on every link in the network. However, distribution of this level of information creates a lot of control-traffic overhead as well as processing and maintenance overhead. The level of overhead is proportional to the number of lambdas per link, the number of links and the rate the availability changes or the update-rate used.
· A path is chosen first and then probed to determine wavelength availability. It is also possible to select more than one path.

In terms of RWA, initial approaches considered the selection of a path prior to the use of a wavelength along the same path. This appeared to produce poor results in mesh networks under realistic traffic scenarios and conditions. Therefore, a method that simultaneously selects the wavelength and path was adapted instead. This achieved significantly better results [148].

5.4.1 Impairment-Aware Control Plane Architectures

There are two main approaches to impairment-aware GMPLS control plane solutions for transparent optical networks:

· Centralised architecture [149].
The centralised architecture is based on a central server that is reachable from all network elements. Using the traffic engineering database (TED), it holds information of the complete topology, physical layer parameters and resource availability.
The two alternative approaches listed below can be considered for the centralised approach:

· A network management system (NMS).

The NMS computes the route and selects a wavelength considering the current TED and connection-request requirements. It then configures the network using network management interfaces on each optical node.
· A path computation element (PCE).
PCE receives a connection request from the source node and computes the route taking into account the TED and network requirements. PCE provides the appropriate route to the source node, which establishes the lightpath using RSVP-TE protocol.
The advantage of centralised approaches is that they calculate an optimal route, since they are aware of the complete and detailed view of the whole network. However, a disadvantage is that these approaches have scalability, interoperability and flexibility problems where multiple failures need restoring. Also, the standardisation of a PCE is at an early stage compared to distributed approaches (ASON/GMPLS).

· Distributed architecture [150].
A distributed architecture can be based on a distributed GMPLS control plane, which supports lightpath establishment using signalling (e.g. RSVP) and routing (e.g. OSPF). The ICT DICONET project [151] suggested three different approaches to designing and implementing an impairment-aware control plane:

· Signalling-based approach.
The RSVP-TE is extended to include optical impairment information. The OSPF-TE protocol calculates the route without impairment information. Then the RSVP-TE carries the optical impairment information along the route and evaluates the optical feasibility of establishing the path.
· Enhancing the routing protocol.

The routing protocol (e.g. OSPF-TE) is enhanced by flooding an LSA that includes optical impairments to all nodes. Each node updates TED with optical impairments, and is thus able to compute the impairment-aware route. The standard RSVP-TE protocols can then be used to establish the lightpath.
· The hybrid approach.

The enhancement of both routing and signalling protocols is considered in order to calculate an impairment-aware route (using OSPF-TE) and to validate the optical feasibility during lightpath establishment (using RSVP-TE). IA RSVP-TE can be used to accommodate the changes of network status and inconsistent optical impairment information [152].
Table 7.1 provides a qualitative comparison of the specified architectures in relation to engineering and performance metrics.

	Metrics
	Signalling-based approach
	Routing-based approach
	Hybrid approach
	PCE-based approach

	Performance
	Blocking Probability
	High
	Medium
	Low
	Low

	
	Average no. of attempts
	High
	Medium
	Low
	Low

	
	LSP setup time
	High
	Medium
	Low
	Low

	
	Path computation complexity
	Low
	High
	Very High
	Very High

	Engineering
	Control Plane Load
	Low
	Medium
	High
	Medium

	
	Robustness to TED inconsistency
	High
	Low
	Medium
	Low

	
	Protocols need modification
	RSVP-TE
	OSPF-TE
	Both RSVP-TE and OSPF-TE
	PCEP

	
	Distribution of optical impairment info
	Local
	Globally flooded
	Globally flooded
	Transfer optical impairment info to PCE

	
	Impact on control overhead
	Low
	High
	Very High
	Medium

	
	Impact on standard modules
	High
	Low
	Very High
	Medium

	
	Standardisation efforts
	Initial efforts by IETF
	Existing efforts by IETF
	No
	Initial stages


Table 7.1: Qualitative comparison of impairment-aware control plane approaches [158]
6 Conclusions

In the course of the last decade or two, optical packet networks seem to have become the key technology for enabling available network bandwidth to be used more effectively. Optical packet switches using OEO conversion have the potential to be more complex with respect to the functions they support (such as error correction and signal regeneration), but power consumption and total complexity are liable to grow well beyond acceptable limits as a result of increasing demands on transmission rates and the number of usable channels. The best prospects for fundamental improvement lie in the all-optical solution for optical packet nodes, which inherently have to be more energy efficient and data-format transparent. The Joule per transmitted bit ratio of all-optical nodes is superior to OEO nodes, because of the effective processing of data signals without prior detection (optical bypassing).

Nowadays networks still regard fibre optics as a transmission solution rather than a network technology. We should stress the importance of all-optical network nodes and progress to dynamically switched lightpaths over all-optical networks as a step towards the future packet-switched networks.

The developments of dynamically switched lightpaths and dynamic provisioning in general have a central role to play in the NREN community. Although some of the technologies supporting dynamic provisioning are available on the market today, one of the main obstacles will be how to implement these technologies on existing infrastructure. It is expected that impairment-aware technology in optical networks could be one of the key drivers for the future development of dynamic optical networking. Even though transmission equipment at 10 Gbps is routinely used all around the globe, transmission at 40 Gbps operates with the first generation of modulation formats (e.g. ODB or RZ-DPSK). Both 40 Gbps and 100 Gbps are still under research and development. Field trials have been conducted to identify suitable modulation formats for transmission. The most effective modulation format for 40 Gbps seems to be RZ-DQPSK, with PMD the most important parameter for 40 Gbps transmission. 100 Gbps transmission utilises various modulation formats to achieve reliable communication. The modulation formats 4x28 Gbps OFDM, M-ary ASK-PSK, DQPSK, POLMUX DQPSK and NRZ-DP-QPSK have been discussed and tested, but the trade-off between system performance and complexity (mainly of the receiver) has still to be analysed.

We see a technology shift from direct detection to coherent detection in order to achieve higher channel capacity. This shift also increases the importance of using Digital Signal Processing (DSP), which allows some of the complexity to be moved from the optical domain to the electrical domain. However, such fast DSP is “per lambda” based and suffers from power hungriness. For this reason, DSP should be limited to the input and output of optical signals into or from all-optical networks and should be avoided inside the network as much as possible.

An increase in spectral efficiency through the utilisation of transmission bands other than C and L is not seen as a general trend among the vendors. The main obstacle seems to be the lack of cost-effective amplifiers for the other bands. One vendor has successfully integrated SOAs in the transmitter in a “per channel amplification” approach using PIC technology, but receiver and In-Line Amplifier (ILA) applications still suffer from the SOAs’ polarisation-sensitive gain, crosstalk and FWM. Denser spacing of the individual channels to achieve increased spectral efficiency is not a common trend either, and the 50 GHz grid seems to be the de-facto standard that vendors have chosen to concentrate on. Investigations into 25 GHz systems are currently being conducted, but mostly to research dual-carrier solutions for 100 Gbps in conjunction with some of the modulation formats discussed earlier. These dual-carrier schemes are designed to fit in the 50 GHz grid, passing through legacy DWDM systems.
In addition to traditional IP transfer over an optical networks, all-optical lambda services are being used and becoming necessary. A lightpath over an all-optical network provides a secure communication channel with deterministic parameters, especially delay. Once established, it allows the exploitation of real-time applications over the optical network, such as time synchronisation or real-time remote control. However, establishing these lambdas over multiple different domains is still challenging.

The research and development of optical technology is bringing new producers and increasing the number of optical products on the market as well as introducing the need for multi-vendor transmission standards. European NRENs are supplied by different vendors of transmission equipment. Since alien wavelengths may traverse multiple domains with nodes supporting different transmission formats, the importance of all-optical nodes, which also offer bypassing of transient data, is becoming evident. The alien wavelength trial conducted at 40 Gbps over 1065 km form Amsterdam to Copenhagen did not affect nearby live traffic. The fundamental requirement of network nodes along the lightpath is modulation and bit-rate transparency, which are offered by all-optical nodes.

Practical tests should be prepared and conducted to evaluate the latest technologies, in order to determine the direction in which GÉANT and the NREN networks should evolve in the future. Ideally these tests should cover spans larger than a single NREN network, and should involve researchers from various NRENs as well as different vendors. Problems relating to the procurement and/or loan of the newest equipment can arise, either because of its novelty or because it is not quite affordable for one NREN. Measurement equipment such as 100 G testers can also be a problem because it is expensive and its usage may not be economically efficient if procured and used only within a small area like one NREN.

Planning is under way for Y2/Y3 of GN3, including 40 G and 100 G testing with advanced modulation formats; further study and practical results of multi-domain alien waves carried over CBFs; and research into GMPLS-controlled optical networks with and without impairment awareness.
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Decibel
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Fibre Optical Parametric Amplifier or Fibre-based Optical Parametric Amplifier
FPGA
Field-Programmable Gate Array
FSK
Frequency-Shift Keying

FWHM
Full Width at Half Maximum

FWM
Four-Wave Mixing

G technology
Generation technology

GaAs
Gallium Arsenide

Gb
Gigabit

GB
Gigabyte

Gb/s
Gigabit per second

GB/s
Gigabyte per second

Gbaud
Gigabaud

GbE
Gigabit Ethernet

GE
Gigabit Ethernet

Ge
Germanium

GFEC
Generic Forward Error Correction

GHz
Gigahertz

GMPLS
Generalised Multi-Protocol Label Switching

HSSG
Higher Speed Study Group

HW
Hardware

Hz
Hertz

I/F
Interface

IA
Impairment-Aware

IA
Implementation Agreement

IaDI
Intra-Domain Interface

IA-RWA
Impairment Aware Routing and Wavelength Assignment

IC
Integrated Circuit

ICT
Information and Communication Technology

IEEE
Institute of Electrical and Electronics Engineers

IETF
Internet Engineering Task Force

IL
Insertion Loss

ILA
In-Line Amplifier
I-NNI
Internal-Network to Network Interface

InP
Indium Phosphide

IrDI
Inter-Domain Interface

ITU
International Telecommunication Union

ITU
International Telecommunication Union

ITU-SG
ITU Study Group

ITU-T
ITU Telecommunication Standardisation Sector

JIT
Just-In-Time

JRA
Joint Research Activity

JRA1 T2
Joint Research Activity 1: Future Network; Task 2: Photonic Switching and Experimental Photonic Facilities
JSDL
Job Submission Description Language
kHz
Kilohertz

km
Kilometre

L
Layer

L-band
Long band

LAN
Local Area Network

LC
Liquid Crystal

LCoS
Liquid Crystal on Silicon

LD
Laser Diode

LED
Light-Emitting Diode

LiNbO3
Lithium Niobate
LOBS
Labeled Optical Burst Switching

LPF
Low-Pass Filter

LSA
Link State Advertisement

LWDM
Light Wavelength Division Multiplexing

M-ary ASK
Multi Amplitude-Shift Keying

M-ary PSK
Multi Phase-Shift Keying

MAC
Media Access Control

MDI
Monitoring Division Inc

MEMS
Micro-Electro-Mechanical Systems

MMF
Multimode Optical Fibre

MPLS
Multi-Protocol Label Switching

ms
milliseconds

MUX
Multiplexer

mW
Milliwatt

MZ
Mach-Zehnder

MZI
Mach-Zehnder Interferometer

MZM
Mach-Zehnder Modulator

Nd
Neodymium

NF
Noise Figure
nm
Nanometre

NREN
National Research and Education Network

NRZ
Non-Return-to-Zero

ns
nanoseconds

NTT
Nippon Telephone & Telegraph

NZDSF
Non-Zero Dispersion Shifted Fibre
O-band
Original band
O/E
Optic to Electric

OA
Optical Amplifier

OADM
Optical Add/Drop Multiplexers

OAM&P
Operations, Administration, Maintenance and Provisioning

OBS
Optical Burst Switching

OBT
Optical Burst Transport

OC
Optical Carrier

OEO
Optical-to-Electrical-to-Optical

OFC
Optical Fiber Communication Conference and Exposition

OFDM
Orthogonal Frequency-Division Multiplexing

OGF
Open Grid Forum

OH-
Hydroxide
OIF
Optical Internetworking Forum

OOK
On-Off Keying

OPS
Optical Packet Switches

OSA
Optical Spectrum Analyser

OSNR
Optical Signal-to-Noise Ratio

OSPF
Open Shortest Path First

OSPF-TE
OSPF-Traffic Engineering

OTH
Optical Transport Hierarchy

OTN
Optical Transport Network

OTU
Optical Transport Unit

OXC
Optical Cross-Connects

PBS
Polarisation Beam Splitter
PC
(passive Optical) Polarisation Controller

PC
Permanent Connecton
PCE
Path Computation Element

PCEP
Path Computation Element Protocol

PDFA
Praseodymium-Doped Fibre Amplifier

PDH
Plesiochronous Digital Hierarchy
PDL
Polarisation-Dependent Loss

PIC
Photonic Integrated Circuit

PIN
Intrinsic P-N junction

PLC
Planar Lightwave Circuit

PMD
Polarisation Mode Dispersion
PMDC
Polarisation Mode Dispersion Compensation
PM-QPSK
Polarisation Multiplexed-QPSK

PolMux
Polarisation-Multiplexing

PoSK
Polarisation-Shift Keying

Pr
Praseodymium

PrDFA
Praseodymium-Doped Fibre Amplifier

ps
Picoseconds

PSK
Phase-Shift Keying

QAM
Quadrature Amplitude Modulation

QoS
Quality of Service

QPSK
Quadrature Phase-Shift Keying

R
(Direct-Detection) Receiver
R&D
Research & Development

RFA
Raman Fibre Amplifiers

RFC
Request for Comments

RGVC
Ready-to-Go Virtual Circuit Protocol

ROADM
Reconfigurable Optical Add-Drop Multiplexer
RSVP
Resource Reservation Protocol

RSVP-TE
Resource Reservation Protocol - Traffic Engineering

RWA
Routing and Wavelength Assignment

RX
Receive

RZ
Return-to-Zero

RZ-DQPSK
RZ Differential Quadrature Phase Shift Keying

S-band
Short band
SC
Switched Connection
SCM
Sub-Carrier Multiplexing

SCN
Circuit-Switched Network

SDH
Synchronous Digital Hierarchy

SDM
Space-Division Multiplexing

SERDES
Serialiser/Deserialiser

Si
Silicon

SiO2
Silica

SIP
Session Initiation Protocol
SLiT
Strongly Connected Light-Trail

SMF
Simple Machines Forum

SNR
Signal-to-Noise Ratio

SOA
Semiconductor Optical Amplifier

SoP
State of Polarisation

SPC
Soft Permanent Connection
SPM
Self-Phase Modulation

sqrt
Square Root

SSA
Small Switch Array

SSB-RZ
Single-Sideband RZ

STM
Synchronous Transport Module

T
Task
Ta2O
Tantalum oxide

TAG
Tell-And-Go

TB
Terabyte

TB/s
Terabyte per second

Tbit
Terabit

Tbit/s
Terabit per second

TBOBS
Testbed for Optical Burst Switching Network

TC
Tail Creek [TC]

TCP
Transmission Control Protocol

TDC
Tunable Dispersion Compensator

TDFA
Thulium Doped Fibre Amplifiers

TDL
Temperature-Dependent Loss

TDM
Time-Division Multiplexing

TE
Traffic Engineering

TED
Traffic Engineering Database

TF
Tunable Filter

THz
Terahertz 

TIPOR
Terabit IP Optical Router
Tm
Thulium

TmDFA
Thulium Doped Fibre Amplifiers

TWRS
TrueWave Reduced Slope

TX
Transmit

UNI
User Network Interface

UR
Uni-directional Regeneration

UV
Ultraviolet

VC-x
Virtuel Container in SDH world, x could be 3, 4, 11 and 12
VMUX
Variable Multiplexer

VoD
Video on Demand

VoIP
Voice over IP

W
Watt

WAN
Wide Area Network

WB
Wavelength Blocker

WC
Wavelength Conversion

WDL
Wavelength-Dependent Loss

WDM
Wavelength Division Multiplexing

WSON
Wavelength Switched Optical Network

WSS
Wavelength Selective Switch

XPM
Cross-Phase Modulation

XT
Crosstalk
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